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In this article we survey $r$-adaptive (or moving grid) methods for solving timedependent partial differential equations (PDEs). Although these methods have received much less attention than their $h$ - and $p$-adaptive counterparts, particularly within the finite element community, we review the substantial progress that has been made in developing more robust and reliable algorithms and in understanding the basic principles behind these methods, and we give some numerical examples illustrative of the wide classes of problems for which these methods are suitable alternatives to the traditional ones.

More specifically, we first examine the basic geometric properties of moving meshes in both one and higher spatial dimensions, and discuss the discretization process for PDEs on such moving meshes (both structured and unstructured). In particular, we consider the issues of mesh regularity, equidistribution, alignment, and associated variational methods. An overview is given of the general interpolation error analysis for a function or a truncation error on such an adaptive mesh. Guided by these principles, we show how to design effective moving mesh strategies. We then examine in more detail how these strategies can be implemented in practice. The first class of methods which we consider are based upon controlling mesh density and hence are called position-based methods. These make use of a so-called moving mesh PDE (MMPDE) approach and variational methods, as well as optimal transport methods. This is followed by an analysis of methods which have a more Lagrange-like interpretation, and due to this focus are called velocity-based
methods. These include the moving finite element method (MFE), the geometric conservation law (GCL) methods, and the deformation map method. Finally, we present a number of specific types of examples for which the use of a moving mesh method is particularly effective in applications. These include scale-invariant problems, blow-up problems, problems with moving fronts and problems in meteorology. We conclude that, whilst $r$-adaptive methods are still in their relatively early stages of development, with many outstanding questions remaining, they have enormous potential and indeed can produce an optimal form of adaptivity for many problems.
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## 1. Introduction

### 1.1. Motivation

Time-dependent systems of partial differential equations (PDEs) often have structures that evolve significantly as the integration of the PDEs proceeds. These can be interfaces, shocks, singularities, changes of phase, high vorticity or regions of complexity. Associated with such structures are the evolution of small length (and time) scales, rapid movement of the solution features and the possibility of finite time blow-up of a component of the solution. Frequently associated are also conservation laws, usually linked to underlying symmetries. Examples of these phenomena occur in many applications, such as gas and fluid dynamics, conservation laws, nonlinear optics, free boundary problems, combustion, detonation, meteorology, mathematical biology and nonlinear optics. To solve such PDEs numerically it is typical to impose some form of spatial mesh and then to discretize the solution on this mesh by using a finite element, finite volume, finite difference, or collocation method. However, this strategy may not be effective in the case of structures that involve small length scales, leading to large localized errors. In such cases it is often beneficial to use some form of non-uniform mesh, adapted to the solution, on which to perform all of the computations. The advantages of doing this can be a reduced overall error, better conditioning of the system, and better computational efficiency. Unfortunately, introducing the extra level of complexity to the system through adaptivity
can also lead to additional computational cost and possible numerical instability. Mesh adaptation should thus be used with care and appropriate analysis where possible.

### 1.2. Adaptivity on a moving mesh

Adaptive methods for solving partial differential equations broadly fit into three categories. The most extensively developed are static regridding meth$o d s$, in which a mesh is updated at each time level. The most widely used of these are $h$-refinement methods, which form the basis of many commercial codes. Usually such codes start with an initially uniform mesh, and then locally coarsen or refine this by the inclusion or deletion of mesh points. The strategy for doing this is normally guided by some a posteriori estimate of the solution error, and may consider problems in which the error is due to the solution geometry (such as re-entrant corners) or high derivatives. In p-refinement methods some finite element discretization of the PDE is used with local polynomials of some particular order. This order is then increased or decreased in accordance with the solution error. These methods may be combined with $h$-refinement methods and with careful a posteriori estimates to give $h p$ methods (Ainsworth and Oden 2000). The principal objective of the $h p$ methods is to obtain solutions within prescribed error bounds by such refinement procedures. There is not usually an upper bound on the number of points used in the calculation. Such methods have now been developed to a high degree of sophistication. However, they are necessarily rather complex, need not take advantage of any dynamic properties of the underlying solution, and the a posteriori error estimates rely heavily on certain assumptions on the solution which may be hard to verify for strongly nonlinear problems.

The r-refinement (relocation refinement) moving mesh methods which will form the substance of this article are a more recent development than $h p$ methods. Whilst not as widely used as $h$ - or $p$-adaptive methods, $r$-adaptivity has been used with success in many applications including computational fluid mechanics (Tang 2005), phase field models and crystal growth (Mackenzie and Mekwi 2007a), and convective heat transfer (Ceniceros and Hou 2001). It also has a natural application to problems with a close coupling between spatial and temporal length scales, such as in problems with symmetry, scaling invariance and self-similarity (Barenblatt 1996, Budd and Williams 2006), where the mesh points become the natural coordinates for an appropriately rescaled problem. Less is known about the behaviour of $r$-adaptive methods than of the much more extensively developed $h p$ methods, and (at least in higher dimensions) they have yet to become part of established large numerical codes. In particular, as we shall see in this article, many outstanding open questions remain on


Figure 1.1. A logically rectangular mesh, moved to concentrate points around a ring in an evolving singular solution of the nonlinear Schrödinger equation. Note the good radial symmetry of the adapted mesh around the ring.
their convergence, the nature of the meshes that they generate and the error estimates that can be obtained when using them to solve PDEs with rapidly evolving structures. As a consequence, much of the analysis of such methods has been for one-dimensional problems, and the one-dimensional PDE solver MOVCOL (Huang and Russell 1996, Russell, Williams and Xu 2007) and the celebrated continuation code AUTO (for solving two-point boundary value problems amongst others) both make use of $r$-adaptive methods. However, $r$-refinement methods show great potential for solving a much greater range of problems, as we hope to demonstrate in this article.

The $r$-refinement methods start with a uniform mesh and then move the mesh points, keeping the mesh topology and number of mesh points fixed as the solution evolves. Hence the use of the alternative name of moving mesh methods for such procedures. The mesh points are then concentrated into regions where the solution has 'interesting behaviour', usually typified by a rapid variation of either the solution or one of its (higher) derivatives. The objective of this approach is to get the smallest error possible for the number $N$ of mesh points used, and to try to obtain error estimates which depend upon the value of $N$ but not on the solution itself. For example, if the solution evolves a boundary layer of width $\epsilon$ (with $\epsilon$ decreasing as
time advances), then ideally the mesh points should concentrate into this boundary layer so that the solution error is independent of $\epsilon$. The moving mesh methods typically work by generating a mapping from a regular (logical or computational) domain into a physical domain in which the underlying equation is posed. The location, or the velocity, of the mesh points is then determined by solving a system of auxiliary partial differential equations, often called the moving mesh equations. In all cases a vector or a scalar monitor function (or functions) is used to guide the position of the mesh. The monitor function is usually designed to give an estimate of some measure of the solution error which is then equidistributed over each mesh cell. The monitor function is usually constructed in one of three ways. It may depend upon a priori solution estimates (such as arclength or curvature), on a posteriori error estimates (such as the solution residual, as used in moving finite element methods (Baines 1994), or estimates of the derivative jump across element boundaries (Tang 2005)), or on some underlying physics related to the solution, such as the potential temperature or the vorticity in a meteorological problem (Budd and Piggott 2005). In the case of scale-invariant problems, such physical estimates are often optimal. When using such methods, much care has to be taken in preventing mesh tangling and ensuring mesh regularity and isotropy (where relevant). A discussion of this will form a significant part of Section 2. We also require that discretizations of the underlying PDE on such meshes (in either the computational or the physical domain) should retain important properties of the underlying physical solution, such as conservation laws and scaling structures (Tang 2005). Provided that these conditions are carefully considered, $r$-adaptive methods can be used with considerable success for many time-evolving systems. Examples of these include computational fluid dynamics (Yanenko, Kroshko, Liseikin, Fomin, Shapeev and Shitov 1976), groundwater flow (Huang and Zhan 2004, Huang, Zheng and Zhan 2002), blow-up problems (Budd, Huang and Russell 1996, Budd and Williams 2006, Ceniceros and Hou 2001, Ren and Wang 2000), chemotaxis systems (Budd, Carretero-Gonzalez and Russell 2005), reaction-diffusion systems (Zegeling and Kok 2004), the nonlinear Schrödinger equation (Sulem and Sulem 1999, Ceniceros 2002, Budd, Chen and Russell 1999a), phase change problems (Mackenzie and Robertson 2002, Mackenzie and Mekwi 2007a, Tan, Lim and Khoo 2007), shear layer calculations (Tang 2005), gas dynamics (Li and Petzold 1997, Li, Petzold and Ren 1998), hyperbolic conservation laws with high Mach number (Li and Petzold 1997, Tang 2005, Stockie, Mackenzie and Russell 2000, Tang and Tang 2003), problems with high vorticity (Ceniceros and Hou 2001), magneto-hydrodynamics (Tan 2007) and meteorological problems (Budd and Piggott 2005). More details of such applications are given in Section 5. In Figure 1.1 we give an example of an $r$-adaptive mesh which has evolved to capture the structure of a singular
solution of the nonlinear Schrödinger equation which has its support concentrated around a ring.

All $r$-adaptive methods have intimate connections with the geometry of mapping one domain to another. They thus have intimate links with problems in differential geometry such as optimal transport (Brenier 1991, Gangbo and McCann 1996), mean curvature flows (Huang 2007) and harmonic mappings (Dvinsky 1991). A natural application of such ideas arises in image processing, and $r$-adaptivity has close connections with such image processing procedures as image segmentation and image de-noising (Sapiro 2003).

There are advantages and disadvantages to each of the strategies outlined above. As discussed earlier, the $h p$ methods have been in use for a long time and are now well established in many commercial codes. There is a significant body of analysis supporting their use. In contrast, $r$-adaptive methods are more recent and are less well understood. A significant criticism which has often been made of them is that their implementation usually requires the solution of auxiliary partial differential equations for the mesh, which must be solved in parallel to the underlying partial differential equation. This requires significant additional computational cost. Furthermore, the equations to be solved to determine a suitable mesh can often be very stiff, and thus expensive to solve. Furthermore, the methods get the best estimates for a given $N$ rather than errors necessarily lower than a specified tolerance. However, $r$-adaptive methods do have significant advantages in certain applications. Firstly, from a computational point of view, it is convenient to work with the same number of mesh points and the same mesh topology. This makes the linear algebra rather easier, as the matrices considered have a constant sparsity structure, and there is no need for any form of nested data structure to keep track of the node points (an issue which always complicates the use of $h$-refinement methods). The discretization strategy on the mesh is also easier, especially with a finite element method, as the constancy in the mesh topology and connectivity implies that there is no possibility of hanging nodes. There are further, structural advantages to $r$-refinement methods. One of these is that the movement of the mesh points may well correspond to natural structures of the PDE itself. An obvious example is Lagrangian-based methods for fluid flow problems, in which mesh points move with the fluid flow. A further such example is given by the use of $r$-refinement methods for PDEs with natural scaling symmetries, in which the mesh points automatically follow the motion of natural similarity variables (and indeed the use of the $r$-refinement method becomes equivalent to the use of an appropriate coordinate transformation). A third advantage of $r$-refinement is that, under certain circumstances, the adaptive strategy when coupled with the PDE can be regarded as one (large) dynamical system, which may then be amenable to a combined analysis. One limitation
of having a fixed number of points means that it may never be possible to resolve all of the fine structures of a PDE as it evolves (although it is surprising what can be done with often a relatively small number of mesh points). Also, all $r$-adaptive methods are, in principle, prone to mesh tangling, in which lines connecting the mesh points can cross over during the evolution. This generally leads to severe instabilities in the system and a failure of the solution routine. Mesh tangling is often associated with mesh racing, where some mesh points move very fast during the evolution, frequently leading to a stiff set of equations to solve. The disadvantages of having to solve an auxiliary set of partial differential equations are less severe than they might originally appear to be. Firstly, the combined system of mesh and underlying equations may be much smaller than the original system defined on a uniform mesh for the same level of accuracy. Indeed, in Section 5 we will give an example of the solution of focusing behaviour in the one-dimensional nonlinear Schrödinger (Sulem and Sulem 1999) equation (which can be written as four real first-order PDEs), where a discretization of the PDE on a set of $N=81$ moving mesh points is able to resolve singular structures with a length scale of $10^{-5}$, and outperforms discretizations on uniform meshes with $10^{5}$ mesh points. Hence the additional 81 auxiliary equations for the mesh gives a method which outperforms one with $10^{5}$ equations, giving a very significant cost reduction. Secondly, although the equations describing the mesh are indeed stiff in general, we do not need (in general) to solve them exactly. After all, it is the underlying solution of the PDE that we are interested in, and not the mesh on which it is solved. Thus a quite rough approximation to the solution of the moving mesh equations will often deliver a mesh more than adequate for the task of resolving the structures of the underlying PDE. Indeed, we will argue in Section 3 (and demonstrate by example in Section 5) that a relaxed version of the moving mesh equations can be solved using a simple explicit method, will deliver similar performance for much stiffer equations than the meshes obtained by more computationally expensive methods. Indeed, they may well be stable, more regular, and deliver a better mesh quality than solving the exact equations for the mesh. Finally, one of the main applications of $h p$ methods is to solve otherwise regular PDEs on irregular domains, typically with re-entrant corners, that introduce significant errors due to a lack of solution regularity at the corner. The $r$-adaptive methods as described in this paper are not really the right tool for this job (though see the results in Touringy (1998)). However, a combination of $h$ and $r$ methods may well prove optimal in this case, where the $h$ method is used to mesh around the corner and the $r$ method to follow any evolving solution structure. Future attempts to combine these two types of adaptive refinement in a general context should prove to be most interesting.

### 1.3. Computation on moving meshes

The problem of computing solutions of PDEs using a moving mesh method separates into three related problems.
(1) As described, we need some monitor function to guide the mesh evolution, which is typically constrained either to equidistribute this function, or to relax towards an equidistributed state. In practice, whatever the choice of monitor function, some spatial (and temporal) smoothing is usually employed.
(2) Having determined the monitor function, we must determine a mesh that equidistributes it in some way. The equidistribution problem itself is a nonlinear algebraic problem, and several techniques have been developed to solve this problem, e.g., a variational method, the geometric conservation law, moving mesh PDEs and optimal transport methods.
(3) The underlying PDE is then discretized, either on the mesh in the computational domain or in the original physical domain (in the latter case a finite element or finite volume method is usually employed (Tang 2005)). The underlying partial differential equation and the mesh equations can then be solved either simultaneously, typically by using the method of lines (Huang, Ren and Russell 1994), or alternatively (often by using a predictor-corrector method). The first method avoids the need for any interpolation from one mesh to another, but is usually associated with having to solve stiff differential equations. Alternating solutions can be implemented using either the quasi-Lagrange approach (Huang and Russell 1997b) or the rezoning approach (Tang 2005). The former transforms time derivatives to those along mesh trajectories and avoids interpolation of the physical solution from the old mesh to the new one. However, it has the disadvantages that it has to deal with extra convection terms caused by mesh movement and may cause a time lag in mesh movement. On the other hand, the rezoning approach solves the physical PDE on a fixed mesh over a time step but requires interpolation from one mesh to another (which often has to be done very carefully to preserve conservation laws). We will consider both methods in detail in this article.

We are currently in a situation where the mesh formulation problem, mesh generation and the solution of PDEs on a moving mesh are generally well understood in one spatial dimension. Reliable and efficient moving mesh methods exist (and are implemented in a number of packages) which are based on such formulations and can be used to solve time-evolving PDEs in one spatial dimension, with associated error estimates in certain cases. Indeed, for such problems the use of moving mesh PDEs to evolve the mesh coupled with a method of lines approach has proved to be very effective, and
also amenable to analysis. In this article we will be able to give a detailed description of the theory, implementation and application of such methods. However, the problem of mesh movement, and the discretization of PDEs on such meshes, is much less understood in higher dimensions, and this will form the bulk of the discussion in this paper.

### 1.4. A historical survey

Moving meshes and the use of adaptive strategies to minimize estimates of the solution error have a rich and diverse literature. Moving mesh methods can be classified according to the mesh movement strategy into two groups (Cao, Huang and Russell 2003): velocity-based methods and location-based methods. The first group is referred to as velocity-based since the methods directly target the mesh velocity and obtain mesh point locations by integrating the velocity field. Methods in this group are more or less motivated by the Lagrange method in fluid dynamics, where the mesh coordinates, defined to follow fluid particles, are obtained by integrating flow velocity. A major effort in the development of these methods has been to avoid mesh tangling, an undesired property of the Lagrange method. This type of method includes those developed in Anderson and Rai (1983), Cao, Huang and Russell (2002), Liao and Anderson (1992), Miller and Miller (1981), Miller (1981), Petzold (1987) and Yanenko et al. (1976). The method of Yanenko et al. is of Lagrange type. In the work of Anderson and Rai, mesh movement is based on attraction and repulsion pseudo-forces between nodes motivated by a spring model in mechanics. The moving finite element method (MFE) of Miller and Miller has aroused considerable interest. It computes the solution and the mesh simultaneously by minimizing the residual of the PDEs written in a finite element form. Penalty terms are added to avoid possible singularities in the mesh movement equations; see Carlson and Miller (1998a, 1998b). A way of treating the singularities but without using penalty functions has been proposed by Wathen and Baines (1985). Liao and Anderson (1992) and Cai, Fleitas, Jiang and Liao (2004) use a deformation map approach. Cao et al. (2002) develop the GCL method based on the geometric conservation law (see Section 4). Similar ideas have been used by Baines, Hubbard and Jimack (2005) and Baines, Hubbard, Jimack and Jones (2006) for fluid flow problems.

The second group is referred to as location-based because the methods directly control the location of mesh points. Methods in this group typically employ an adaptation functional and determine the mesh or the coordinate transformation as a minimizer of the functional. For example, the method of Dorfi and Drury (1987) can be linked to a functional associated with equidistribution principle (Huang et al. 1994). The moving mesh PDE (MMPDE) method developed in Cao, Huang and Russell (1999b), Huang et al. (1994)
and Huang and Russell (1997a, 1999) moves the mesh through the gradient flow equation of an adaptation functional, which includes the energy of a harmonic mapping (Dvinsky 1991) as a special example. A combination of the MMPDE method with local refinement is studied in Lang, Cao, Huang and Russell (2003). Li, Tang and Zhang (2002) and Tang and Tang (2003) also use the energy of a harmonic mapping as their adaptation functional, but discretize the physical PDE in the rezoning approach.

So far a number of moving mesh methods and a variety of variants have been developed and successfully applied to practical problems; see the review articles of Cao et al. (2003), Eisman (1985, 1987), Hawken, Gottlieb and Hansen (1991), Thompson (1985), Thompson, Warsi and Mastin (1982) and Thompson and Weatherill (1992), and the books of Baines (1994), Carey (1997), Knupp and Steinberg (1994), Liseikin (1999), Thompson, Warsi and Mastin (1985) and Zegeling (1993). In particular, Hawken et al. (1991) give an extensive overview and references on moving mesh methods before 1990. In addition to the references cited above, we would also like to bring the reader's attention to the recent interesting work of Bank and Smith (1997), Beckett, Mackenzie and Robertson (2001a), Budd et al. (1996), Calhoun, Helzel and LeVeque (2008), Ceniceros and Hou (2001), Chacón and Lapenta (2006), Lapenta and Chacón (2006), Di, Li, Tang and Zhang (2005), Huang and Zhan (2004), Mackenzie and Robertson (2002), Ren and Wang (2000), Stockie et al. (2000), Tang and Tang (2003) and Zegeling and Kok (2004) on moving mesh methods and their applications.

### 1.5. Outline of this article

The purpose of this Introduction has been to give an underlying motivation for the theory and application of (adaptive) moving meshes. In Section 2 we will consider in detail the geometry of possible meshes (with special regard to equidistribution and isotropy), and the nature of discretizations of differential equations on them. In Section 3 we then look in detail, and with reference to many examples, at 'location-based' meshes in which the local density of the mesh points is controlled by a monitor function. These include moving mesh PDE (MMPDE) methods, variational methods and optimal-transport-based methods. This discussion will look at moving meshes in both one and higher dimensions and compare the strategies used for these two cases. In Section 4 we will then look at velocity-based methods, such as the geometric conservation law (GCL) methods and the moving mesh finite element methods, in which the velocity of the mesh points, rather than their position, is controlled. The concluding section, Section 5, will then look at some examples in much more detail, considering scale invariance, blow-up problems, problems with convection and moving fronts, phase change and combustion problems, and problems arising in meteorology.

## 2. Moving mesh basics

In this section we will give an overview of the main aspects of adaptive moving mesh generation, and will concentrate on the nature of the geometry of an adapted mesh, the equidistribution and variational approaches to defining a mesh, and the relation of the mesh to solution (truncation and interpolation) errors. The movement of the mesh and the way that it can be coupled to a partial differential equation will be discussed briefly, but will mainly be the subject of Sections 3 and 4 .

As described in the Introduction, in an $r$-adaptive procedure a fixed number of mesh points are moved in response to some user-designed condition. Any $r$-adaptive method has two main features, a description of the optimal geometry of the mesh (which is related both to intrinsic properties of the mesh regularity and to the structure of the underlying solution of the PDE) and a strategy for evolving the mesh towards this optimal geometry. Optimal mesh geometries are typically expressed in terms of equidistribution measures (related to the solution of the underlying PDE by monitor functions) or using variational principles, and we review these here. Movement strategies are generally methods for determining either the location of the mesh points or the velocity of the mesh points. We discuss both briefly in this section, and then in more detail in Sections 3 and 4.

Essential to mesh adaptation is the ability to control the shape, size and orientation of mesh elements, and hence to control the error of the solution of the underlying PDE. This is done in three steps. Firstly an estimate of the solution error and/or mesh quality is made. Secondly the mesh is aligned and moved according to this estimate. Thirdly the solution of the underlying PDE is advanced on the new mesh. Typically this can be in response to some structure of the solution of a PDE which is evolving in the space supporting the mesh; however, there are more general circumstances (such as in image processing) where we might wish to evolve a mesh in a manner independent of any PDE.

In this section we will study the geometry of the meshes that arise from various adaptive strategies, considering such aspects as local element size, skewness and orientation as well as considering both isotropic and anisotropic meshes, and looking at solution error estimation and control.

### 2.1. Mesh-mapping functions

To describe an $r$-adaptive mesh we consider a fixed computational domain $\Omega_{C} \subset \mathbb{R}^{n}$, in which most of the computations associated with the PDE will be made. The domain $\Omega_{C}$ will have the usual Lebesgue measure and may have a non-trivial topology. We now consider there to be a fixed mesh $\tau_{C}$ on the computational domain. This can either be uniform or non-uniform, depending on the nature of the underlying problem, and in the simplest
case will be a uniform set of logical rectangles. It can also be triangular, and usually takes this form when a finite element or finite volume method is used to discretize the PDE in the physical domain. Alternatively, if a finite difference or a spectral method is used to discretize the PDE in the computational domain then a regular rectangular mesh may be more appropriate. Note that we have a lot of a priori freedom in the choice of the computational domain $\Omega_{C}$, and hence when $\Omega_{C}$ is simply connected it is often convenient to consider it to be a logically rectangular domain, so that

$$
\Omega_{C}=[0,1]^{n}
$$

To describe a computational mesh in the case of such simply connected domains we typically divide $\Omega_{C} \subset \mathbb{R}^{n}$ into $N^{n}$ uniform, regular tetrahedra or cuboids of side proportional to $1 / N$ and volume proportional to $1 / N^{n}$, and we will initially assume that this is the case. In the $r$-adaptive procedure considered in this section we consider the mesh points to be joined in a simple (logically rectangular or triangular) network, the topology of which (and consequently the ordering of the nodes in the network) is fixed for most (if not all) of the time during the computation. Indeed, it is this constancy of ordering which makes the $r$-adaptive procedure very attractive for finite element and related computations.

To derive a moving mesh, the computational domain with its associated mesh is then mapped to a physical domain $\Omega_{P} \in \mathbb{R}^{n}$, in which the underlying PDE is posed. We assume that there is an invertible, adaptive mesh generating function

$$
\mathbf{F}: \Omega_{C} \rightarrow \Omega_{P}
$$

describing this map, so that $\mathbf{F}$ is smooth on the interior of $\Omega_{C}$ and continuous on $\Omega_{C}$. Throughout this article we will denote variables in $\Omega_{C}$ by Greek letters, e.g., $\boldsymbol{\xi}$, and in $\Omega_{P}$ by Roman letters, $\mathbf{x}$, and consider the function $\mathbf{F}(\boldsymbol{\xi}, t)$ to be time-dependent. The action of the function $\mathbf{F}$ on the fixed mesh $\tau_{C}$ generates a moving mesh $\tau_{P}$ in the physical domain. An example of such a mesh is given in Figure 2.1, in which a uniform rectangular mesh in $\Omega_{C}$ is mapped to a mesh $\tau_{P}$. (This map was constructed by using the optimal transport method described in Section 3.)

In the case where $\tau_{C}$ is a uniform rectangular mesh, the resulting mesh $\tau_{P}$ in the physical space is then (in the representative example of a twodimensional system) given by the points $\left(X_{i, j}, Y_{i, j}\right)$, where $\mathbf{F}=(x, y)$ and

$$
\begin{equation*}
X_{i, j}=x\left(\frac{i}{N}, \frac{j}{N}\right), \quad Y_{i, j}=y\left(\frac{i}{N}, \frac{j}{N}\right) \tag{2.1}
\end{equation*}
$$

We assume further that the boundary of $\partial \Omega_{C}$ of $\Omega_{C}$ is mapped by $\mathbf{F}$ to the boundary of $\partial \Omega_{P}$ of $\Omega_{P}$. In some $r$-adaptive strategies (such as the multi-equidistribution and/or variational strategies described in Huang and


Figure 2.1. A typical map $(x(\xi, \eta), y(\xi, \eta))$ from a computational domain $\Omega_{C}$ to a physical domain $\Omega_{P}$.

Russell (1999), the map $\mathbf{F}$ is augmented with a second map,

$$
\partial F: \partial \Omega_{C} \rightarrow \Omega_{P}
$$

which explicitly describes the map from one boundary to another. This has the advantage of close control of the meshing strategy right up to the boundary, but has the disadvantage of introducing extra complexity into the system. In other algorithms, such as the optimal mapping strategy (Delzanno, Chacón, Finn, Chung and Lapenta 2008, Budd and Williams 2006), the boundary map is obtained automatically as part of the algorithm. This is an attractive feature from the perspective of algorithmic complexity, although it does lead to a reduction of control of the boundary points.

The great merit of this approach is that it transforms the problem of finding (and describing) a mesh in $\Omega_{P}$ (which in the case of $h$-adaptive methods can require subtle data structures, including hierarchical trees) into the much simpler problem of describing the function $\mathbf{F}$. Much of this article is devoted to deriving suitable equations for $\mathbf{F}$ and seeking effective solution strategies for them. It goes without saying that it should not be more difficult to find $\mathbf{F}$ than to solve the underlying PDE, and indeed that many such functions $\mathbf{F}$ may give appropriate meshes on which to solve the PDE. The properties of the mesh $\tau_{P}$ then follow immediately from the structure of the map $\mathbf{F}$. This simple observation is a key to the success of $r$-adaptive methods, as it allows the use of powerful mathematical tools to describe, construct and control the mesh behaviour. These include the application of methods from differential geometry (especially the theory of optimal transport) to describe the static structure of $\tau_{P}$, and methods
from the theory of dynamical systems to describe its evolution. The latter is especially appropriate when coupled to the partial differential equations which are often solved to find $\mathbf{F}$. The unity that $r$-adaptive meshes give for both solving the underlying PDE, and finding the mesh, is a significant advantage of $r$-adaptivity over other adaptive approaches.

### 2.2. Static mesh properties: skewness, regularity and smoothness

We consider first some immediate properties of the mesh $\tau_{P}$ which are related to the function $\mathbf{F}$. Broadly speaking these divide into local and global properties. The global properties relate to the isotropy of the mesh, orthogonality issues and the behaviour close to boundaries. We discuss these presently.

The local properties relate to the size and shape of the elements of $\tau_{P}$. If $\tau_{C}$ is divided into logical regular rectangular or triangular elements $\tau_{C}^{e}$, then these are mapped to elements $\tau_{P}^{e}$ in $\tau_{P}$. These elements will then be distorted rectangles/triangles, possibly with small angles at the vertices. Locally we can characterize each such element by the size $h_{e}$ of the largest side and (in two dimensions) the radius $\rho_{e}$ of the largest inscribed circle. If a partial differential equation is discretized over $\tau_{P}$ using (say) a finite element method in two dimensions, then the error in the solution has contributions from the size and the shape of the elements, as well as from the derivatives of the solution itself. For example, if the solution $u$ is interpolated over $\tau_{p}^{e}$ by a piecewise linear interpolant $\Pi(u)$, then the following a priori error estimates are standard (Johnson 1987):

$$
\begin{align*}
\max _{\tau_{p}^{e}}|\Pi(u)-u| & \leq 2 h_{e}^{2} \max \left|\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right| \\
\max _{\tau_{p}^{e}}\left|\frac{\partial}{\partial x_{i}}(\Pi(u)-u)\right| & \leq 6 \frac{h_{e}^{2}}{\rho_{e}} \max \left|\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right| \tag{2.2}
\end{align*}
$$

An adapted mesh will usually aim to control the size and the shape of each element so that, for any particular solution $u$, the overall error is controlled. Thus, for example, if the second derivatives of $u$ are large over $\tau_{p}^{e}$, then the error (2.2) can be controlled locally by taking $h_{e}$ to be small, and ensuring that $h_{e} / \rho_{e}$ remains bounded. We discuss these issues in detail later in this section. (See Cao (2005, 2007a) and Chen, Sun and Xu (2007) for a very complete analysis of this problem.)

Both the size and the shape of the mesh elements can be described in terms of the local properties of $F$, and in particular its Jacobian $J$, given by

$$
\begin{equation*}
J=\frac{\partial F}{\partial \xi} \tag{2.3}
\end{equation*}
$$

The following is immediate.

Condition 2.1. For the map to be locally well-posed we require that $J$ should be both bounded and invertible at all points in $\Omega_{C}$.

### 2.2.1. Mesh scaling

The local scaling factor $1 / \rho$ of the transformation (also called the adaptation factor) is given by

$$
\Lambda \equiv 1 / \rho=\operatorname{det}(J) \equiv|J|
$$

Assuming that $J$ has a full set of singular values $\lambda_{1}, \ldots, \lambda_{n}$, the local stretching is given by the determinant

$$
\begin{equation*}
\Lambda=\left|\lambda_{1}\right|\left|\lambda_{2}\right| \cdots\left|\lambda_{n}\right| \tag{2.4}
\end{equation*}
$$

The adaptation factor controls the (possibly higher-dimensional) area $\left|\tau_{P}^{e}\right|$ of the element $\tau_{P}^{e}$ so that

$$
\begin{equation*}
\rho\left|\tau_{C}^{e}\right|=\left|\tau_{P}^{e}\right| \tag{2.5}
\end{equation*}
$$

The area $\left|\tau_{p}^{e}\right|$ implicitly enters into the expression (2.2). Indeed, in socalled shape-regular two-dimensional meshes there exist constants $\alpha$ and $\beta$ such that, for all elements $\tau_{p}^{e} \in \tau_{p}$, we have

$$
\alpha\left|\tau_{p}^{e}\right| \leq h_{e}^{2} \leq \beta\left|\tau_{p}^{e}\right|
$$

Accordingly, many moving mesh methods (such as those based on equidistribution or variational methods) aim to control the adaptation factor. Scaleinvariant methods relate the adaptation factor to local length scales of the underlying PDE. It is easily possible for the adaptation factor to vary over many orders of magnitude, particularly when the adaptive method is being used to compute singular structures in the underlying PDE in which the solution $u$ and/or its derivatives vary over similar orders of magnitude.

### 2.2.2. Mesh skewness

In the case of one-dimensional meshes, control of the adaptation factor for each element completely describes the mesh. In higher dimensions many more mesh properties are important, such as the local rotation or the skewness of the mesh. A special class of irrotational meshes control the local element rotation by requiring that $J$ is symmetric, so that

$$
J^{T}=J
$$

or equivalently that

$$
\nabla_{\xi} \times \mathbf{F}=\mathbf{0}
$$

This is by no means true of all such mappings, but it can be shown (Delzanno et al. 2008, Brenier 1991) that meshes in an averaged sense closest to uniform meshes have this property.

The shape of the element $\tau_{P}^{e}$, in particular the existence of any small
angles, is also important in the error estimate (2.2). A measure of this is the local mesh skewness. A measure for the local skewness $s$ of the mesh is then given by

$$
\begin{equation*}
s=\frac{\max \left|\lambda_{i}\right|}{\min \left|\lambda_{j}\right|} \tag{2.6}
\end{equation*}
$$

Other measures of mesh skewness are also referred to as shape or quality measures. Liu and Joe (1994) investigate several shape measures for tetrahedra and show that they are equivalent to each other. Denote the four vertices of a tetrahedron $\tau_{P}^{e}$ by $a_{0}, \ldots, a_{3}$, and define the so-called edge matrix as $E=\left[a_{1}-a_{0}, a_{2}-a_{0}, a_{3}-a_{0}\right]$. Let $\hat{e}$ be a regular tetrahedron having the same volume as $\tau_{P}^{e}$. Denote the corresponding vertices and the edge matrix of $\hat{e}$ by $\hat{a}_{0}, \ldots, \hat{a}_{3}$ and $\hat{E}$, respectively. Then one of the shape measures for $\tau_{P}^{e}$ is defined by

$$
\eta\left(\tau_{P}^{e}\right)=\frac{3\left[\operatorname{det}\left(\left(E \hat{E}^{-1}\right)^{T}\left(E \hat{E}^{-1}\right)\right)\right]^{\frac{1}{3}}}{\operatorname{trace}\left(\left(E \hat{E}^{-1}\right)^{T}\left(E \hat{E}^{-1}\right)\right)}
$$

Notice that the $\eta\left(\tau_{P}^{e}\right)$ ranges from 0 to 1 , with $\eta\left(\tau_{P}^{e}\right)=1$ for a regular tetrahedron and $\eta\left(\tau_{P}^{e}\right)=0$ for a flat tetrahedron. A geometric quality measure is introduced by Huang (2005a) for measuring the shape of a simplicial element in any dimension. Let $\tau_{P}^{e}$ be a simplicial element in $n$ dimensions and let $\hat{K}$ be an $n$-simplex with unit edge length. There exists a unique invertible affine mapping

$$
F_{e}: \hat{K} \rightarrow \tau_{P}^{e}, \quad \tau_{P}^{e}=F_{e}(\hat{K})
$$

Denote the Jacobian matrix of $F_{e}$ by $F_{e}^{\prime}$. Then the geometric measure is defined by

$$
Q_{\mathrm{geo}}\left(\tau_{P}^{e}\right)=\frac{\operatorname{trace}\left(\left(F_{e}^{\prime}\right)^{T} F_{e}^{\prime}\right)}{d\left[\operatorname{det}\left(\left(F_{e}^{\prime}\right)^{T} F_{e}^{\prime}\right)\right]^{\frac{1}{d}}}
$$

Notice that $Q_{\text {geo }}\left(\tau_{P}^{e}\right)$ ranges from 1 to $\infty$, with $Q_{\text {geo }}\left(\tau_{P}^{e}\right)=1$ for a regular $n$ simplex and $Q_{\text {geo }}\left(\tau_{P}^{e}\right)=\infty$ for a flat $d$-simplex. Interestingly, for tetrahedra these two shape measures have the relation $Q_{\text {geo }}\left(\tau_{P}^{e}\right)=1 / \eta\left(\tau_{P}^{e}\right)$. To see this, we first notice that $\hat{K}$ and $\hat{e}$ are similar. Thus, the mapping $G_{e}: \hat{e} \rightarrow \tau_{P}^{e}$ is related to $F_{e}$ by

$$
G_{e}=c F_{e}, \quad G_{e}^{\prime}=c F_{e}^{\prime}
$$

for some positive constant $c$. Then the edge matrices $E$ and $\hat{E}$ are related by

$$
E=G_{e}^{\prime} \hat{E}=c F_{e}^{\prime} \hat{E}
$$

Using this relation we can rewrite $\eta\left(\tau_{P}^{e}\right)$ as

$$
\eta\left(\tau_{P}^{e}\right)=\frac{3\left[\operatorname{det}\left(\left(F_{e}^{\prime}\right)^{T} F_{e}^{\prime}\right)\right]^{\frac{1}{3}}}{\operatorname{trace}\left(\left(F_{e}^{\prime}\right)^{T} F_{e}^{\prime}\right)}=\frac{1}{Q_{\mathrm{geo}}\left(\tau_{P}^{e}\right)}
$$

It is shown by Huang (2005a) that measures $s$ defined in $(2.6)$ and $Q_{\text {geo }}$ are mathematically equivalent.

Some other quality measures can be found in Liseikin (1999, Chapter 3), Knupp (2001) and Shewchuk (2002). Again, a good adaptive method aims to control some or all of these measures of skewness, either explicitly or implicitly throughout the calculation, and we discuss this later in this section. In the case of scale-invariant meshes we shall show that, whilst the adaptation factor changes a great deal, the skewness hardly varies. More generally, it should be noted that whereas the adaptation factor often changes a great deal in a mesh, the skewness generally does not. To control terms in the error expression (2.2) arising from large solution gradients, it is generally more important to vary the adaptation factor. If this results in a locally larger value of the skewness then this can usually be tolerated.

### 2.2.3. Mesh smoothness and regularity

The smoothness or regularity of a mesh is a measure of how much the mesh elements vary over the mesh. This can be important since the accuracy and error in the numerical solution of partial differential equations generally depend upon the type of discretization, the quality of the mesh, the treatment of boundary conditions, and so on. A uniform mesh has the highest degree of regularity, which can lead to particularly low error estimates on such meshes. It is sometimes claimed that only uniform meshes have such low estimates, but in fact, as we shall see, they share this with sufficiently regular meshes. Although there is generally no simple relationship between the smoothness of the mesh and the error (see Veldman and Rinzema (1992)), for most problems and most discretization methods, abrupt variations in the mesh will cause a deterioration in the convergence rate and an increase in the error (Thompson et al. 1985), or indeed in the accuracy of the approximation of a function over the mesh. Moreover, most discrete approximations of spatial differential operators have much larger condition numbers on an abruptly varying mesh than they do on a gradually varying one, and these ill-conditioned approximations may result in stiffness in the time integration for time-dependent problems.

The smoothness of a mesh can be expressed in terms of the regularity of the underlying mesh function $\mathbf{F}$.

Definition. A mesh $\tau_{P}$ has degree of regularity $r$ if $\mathbf{F} \in C^{r}\left(\Omega_{C}\right)$.
The regularity of $\mathbf{F}$ can often be achieved by determining $\mathbf{F}$ as a solution of a PDE system or a minimizer of a functional as in variational mesh generation methods. In many cases it is possible to have strong control over the derivatives of $\mathbf{F}$ allowing guaranteed regularity of the mesh $\tau_{P}$. It should be noted that an obvious way to determine a mesh is to prescribe the Jacobian function $J$ exactly (Brackbill and Saltzman 1982). However,
it is in general very hard to do this, and instead some property of $J$ (such as its determinant) is prescribed, and this is then used to determine the mesh.

A mesh can also be made smoother by some direct methods. For example, (weighted) Laplace smoothing is often used in $h p$ adaptation (see Carey (1997)). In this strategy, the coordinates of an interior mesh point are adjusted so that they become the (weighted) average of the coordinates of its neighbouring points. Typically this is carried out in a Jacobian or Gauss-Seidel fashion. When this is the case, Laplace smoothing can be viewed as the application of the Jacobian or Gauss-Seidel iteration to the solution of a discretization of the partial differential equation

$$
\begin{equation*}
-\Delta_{\boldsymbol{\xi}}(\hat{x}, \hat{y})=(x, y) \tag{2.7}
\end{equation*}
$$

where $\Delta_{\boldsymbol{\xi}}$ is the Laplacian operator applied in the computational domain. In $r$-adaptive methods based on equidistribution, on the other hand, a smoother mesh is often obtained indirectly by smoothing the monitor function $M$ used for controlling mesh adaptation and movement. We will describe this strategy presently.

When calculating solutions to a (partial) differential equation on a nonuniform mesh it is essential that there is a strong control on the mesh variation. For one-dimensional meshes for which we have a mesh function $x(\xi)$, mesh points $X_{i}=x(i \Delta \xi)$ and local mesh spacing given by $\Delta_{i}=$ $X_{i+1}-X_{i}$ then the grid size ratio or local stretching factor $r$ is given by

$$
\begin{equation*}
r=\frac{\Delta_{i}}{\Delta_{i-1}} \tag{2.8}
\end{equation*}
$$

In a uniform mesh we have that $r=1$. For many calculations on a nonuniform mesh, we require instead that

$$
\begin{equation*}
r=1+\mathcal{O}\left(\Delta_{i}\right) \tag{2.9}
\end{equation*}
$$

Such grids are termed quasi-uniform (Li et al. 1998, Zegeling 2007, Kautsky and Nichols 1980, Kautsky and Nichols 1982), and normally lead to truncation (and approximation) errors of the same order as uniform meshes (Veldman and Rinzema 1992). We note that

$$
r=1+\frac{\Delta_{i}-\Delta_{i-1}}{\Delta_{i}}=1+\frac{X_{i+1}-2 X_{i}+X_{i-1}}{X_{i}-X_{i-1}}
$$

Consequently, as $\Delta_{i} \approx \Delta \xi x_{\xi}$, etc., we have

$$
r=1+\Delta_{i} \frac{x_{\xi \xi}}{x_{\xi}^{2}}+\mathcal{O}\left(\Delta_{i}^{2}\right)
$$

Thus the mesh is quasi-uniform provided that

$$
\begin{equation*}
\Lambda \equiv \frac{x_{\xi \xi}}{x_{\xi}^{2}}=\mathcal{O}(1) \tag{2.10}
\end{equation*}
$$

The condition (2.10) plays an important role in our subsequent analysis of the errors of computations on both static and moving non-uniform meshes. The ratio between lengths of adjacent elements is also used in Dorfi and Drury (1987) and studied by Verwer, Blom, Furzeland and Zegeling (1989).

The concept of quasi-uniformity has natural extensions to higher dimensions augmented with small angle conditions. For example, in two dimensions, if we have a triangulation $\tau_{P}$ then this is shape-regular, ensuring control over small angles, if, for each element $\tau_{e} \in \tau_{p}$ with area $\left|\tau_{e}\right|$, longest side of length $h_{e}$ and interior circle of diameter $\rho_{e}$, we have a constant $\sigma_{1}$ such that

$$
\begin{equation*}
\max _{\tau_{e}} \frac{h_{e}}{\rho_{e}} \leq \sigma_{1} \tag{2.11}
\end{equation*}
$$

Such a shape-regular mesh is then quasi-uniform if there is a second constant $\sigma_{2}$ for which

$$
\begin{equation*}
\frac{\max _{\tau_{e} \in \tau_{p}}\left|\tau_{e}\right|}{\min _{\tau_{e} \in \tau_{P}}\left|\tau_{e}\right|} \leq \sigma_{2} \tag{2.12}
\end{equation*}
$$

As in the one-dimensional case, quasi-uniform meshes have similar error estimates to uniform ones (Johnson 1987). However, it is often much harder to achieve this for time-dependent problems.

### 2.3. Mesh calculation, mesh tangling and mesh racing

The function $\mathbf{F}$ must be determined as part of the process of calculating $\tau_{P}$. This map can be calculated either explicitly or implicitly. In the explicit method, an equation is derived for $\mathbf{F}$ which is expressed in terms of the position of the mesh points. This (usually large and nonlinear) system is then solved to find $\mathbf{F}$ and hence to determine the location of the mesh. This procedure lies at the heart of a number of equidistribution positionbased methods for calculating the mesh, such as the moving mesh partial differential equation, optimal transport and variational methods.Typically such methods cluster the mesh points where high precision is required, and the location of points of density of the mesh points moves as the solution evolves (in a similar manner to a longitudinal wave passing down the length of a spring, whilst the coils of the spring do not move very far from their equilibrium positions).

In an alternative procedure, the velocity $\mathbf{v}$ of the mesh points in $\tau_{P}$ is determined. This is given by

$$
\begin{equation*}
\mathbf{v}=\mathbf{F}_{t} \tag{2.13}
\end{equation*}
$$

The mesh point positions are updated using this velocity. This approach is very closely linked with particle and Lagrangian methods and includes methods such as GCL, MFE and the deformation map method. (Using the analogy above, such methods are like moving the whole spring.)


Figure 2.2. An example of a mesh which has tangled whilst attempting to resolve a front.

In general, position-based methods tend to produce smoother meshes, and are much less prone to the problem of mesh tangling than velocity-based methods. Mesh tangling occurs when the lines connecting adjacent mesh points intersect. An example of this is given in Figure 2.2, in which we see an attempted calculation of a solution front for Burgers' equation which has led to a tangled mesh through the use of an inappropriately large time step in evolving the mesh.

Mesh tangling can occur either locally or globally and can often arise in Lagrangian-type methods computing solutions with high vorticity. It is associated with a local loss of inevitability of the map $\mathbf{F}$ or, equivalently, at a point for which $\Lambda=\operatorname{det}(J)=0$. If $\Lambda$ is controlled throughout the evolution of the mesh, then mesh tangling can be avoided. Position-based methods usually try to do this (see the calculations using the optimal transport and MMPDE methods), hence their robustness to mesh tangling. Of course, control of $\Lambda$ for all time is impossible, as any equations describing the time evolution of $\mathbf{F}$ will inevitably be discretized in time. If this discretization is too coarse then mesh tangling may result.

Mesh racing is related to mesh tangling and occurs if $\mathbf{v}$ is too large relative to the evolutionary behaviour of the underlying system being solved (so that the mesh evolves more rapidly than the solution of the underlying PDE). Mesh racing can occur for a variety of reasons, such as an inappropriate
choice of adaptivity strategy, gross mesh distortion or problems when the moving mesh interacts with a fixed boundary. In a purely Lagrangian setting a moving mesh used to calculate (for example) a fluid flow might seek to have $\mathbf{v}$ equal to the local velocity of the fluid particles. In practice, as we will demonstrate, such a procedure can lead to mesh tangling in the presence of flows with high vorticity, and mesh racing when the fluid particles leave the boundary and the mesh labelling has to be reassigned. In practice (and in a manner to be made precise presently) it is often optimal for the mesh points to move in a similar manner to the particles, but not to follow their motions too precisely.

The connectivity of a mesh reflects how adjacent nodes are connected together. In an $h$-adaptive mesh connectivity can be a significant issue, and changes every time a local mesh refinement step is implemented. This causes additional overheads in setting up the equations of any discretization on this mesh, as the connectivity matrix needs to be constantly updated. In contrast, in an $r$-adaptive method, the connectivity of the moving mesh is usually determined by the connectivity of the underlying computational mesh, which usually does not change during the calculation, and we can presume to be relatively simple. A significant benefit of this approach is that various mesh-smoothing methods can use this constant connectivity and can (for example) exploit fast spectral methods which take advantage of the constant mesh connectivity in the computational domain. As an example, if the functions $(x(\xi, \eta), y(\xi, \eta))$ determine a particular mesh, then it is possible to construct a smoother mesh from this. One example is given by

$$
\begin{equation*}
(\hat{x}, \hat{y})=\left(I-\gamma \Delta_{\xi}\right)^{-1}(x, y) \tag{2.14}
\end{equation*}
$$

where $\Delta_{\xi}$ is the Laplacian operator applied in the computational domain and $\gamma$ is chosen appropriately. An important reason for constructing a smoother mesh is to avoid significant variation in mesh size between adjacent elements. We presently consider the effect of this on the solution error. This procedure was introduced by Huang and Russell (1997a). The Laplacian operator can be inverted very rapidly on a simply connected uniform rectangular mesh by using a fast spectral method, for example the fast cosine transform. This smoothing procedure also damps out the creation of certain chess board modes that can lead to a deterioration of the mesh quality.

### 2.4. Mesh topology

The discussion so far has been restricted to the use of moving meshes mapping one convex region, indeed logically rectangular regions, to logically rectangular regions. There is no real problem mapping a logically rectangular region $\Omega_{C}$ to another convex region. For example, the article by Calhoun et al. (2008) describes in detail how a logically rectangular mesh
can be mapped to both circular and spherical domains. This is especially useful for calculations in meteorology involving whole Earth models. However, moving mesh methods are not ideal for mappings to and from nonconvex regions, due to the inherent singularities associated with re-entrant corners. See Dvinsky (1991) for a brief discussion of this point. The issue of refining a mesh close to such a corner where the geometry of the solution and the associated singularity is (of course) known a priori has been extensively covered in the literature of $h$-adaptive methods: see, for example, Ainsworth and Oden (2000), Johnson (1987) and many other texts. This approach can be very naturally coupled with a moving mesh approach by using an $h$-adaptive method to construct a mesh in the computational domain, which is refined close to the re-entrant corner. This mesh can then be mapped, in a similar manner to that described earlier, to a moving mesh in the physical domain. We will not pursue this further here as this article is largely concerned with the construction of meshes adapted to the evolving structures of time-dependent PDEs.

### 2.5. Equidistribution and monitor functions

Having considered the general aspects of the mesh geometry and the mesh function $\mathbf{F}$, we now consider the issues associated with calculating appropriate functions $\mathbf{F}$ to give meshes with certain properties. There are several general approaches to this, and we consider two closely related methods: equidistribution-based and variational-based. Both methods generate meshes determined by suitable monitor functions, which are typically determined both by properties of the solution of the underlying partial differential equation and by other considerations of the mesh regularity.

### 2.5.1. Equidistribution

At the heart of many $r$-adaptive methods is the concept of equidistribution, introduced as a computational device by de Boor (1973). Equidistribution is a widely used means of prescribing the optimum geometry of the mesh, but many different strategies have been devised to move the mesh towards this optimum state, leading to a variety of moving mesh methods. In a certain sense, all meshes equidistribute some function, and to motivate equidistribution we consider the fundamental Radon-Nikodym theorem from measure theory. To do this we consider an invertible mesh mapping function $F$ which maps an arbitrary set $A$ in $\Omega_{C}$ to an image set $B=F(A)$ in $\Omega_{P}$. We can induce a measure $\nu(B)$ on $\Omega_{P}$ by $\nu(B)=|A|$, where $|A|$ is the usual Lebesgue measure on $\Omega_{C}$. We then have the following.

Theorem 2.2. (Radon-Nikodym) If $\nu$ is a well-defined Borel measure on $\Omega_{P}$, then there is a non-negative measurable function $M: \Omega_{P} \rightarrow \mathbb{R}$ such
that

$$
\nu(B)=\int_{B} M(\mathbf{x}) \mathrm{d} \mathbf{x}
$$

for any Borel subset $B$ of $\Omega_{P}$, where dx is the usual Lebesgue measure on $\Omega_{P}$. Furthermore $M$ is unique up to sets of Lebesgue measure zero.

Proof. See Capiński and Kopp (2004).
The Radon-Nikodym theorem shows that for any invertible map $\mathbf{F}$ we can find a unique function $M(\mathbf{x})$ such that, for any set $A \subset \Omega_{C}$, we have

$$
\begin{equation*}
\int_{A} \mathrm{~d} \mathbf{x}=\int_{\mathbf{F}(A)} M(\mathbf{x}) \mathrm{d} \mathbf{x} \tag{2.15}
\end{equation*}
$$

Note, however, that (other than the special case of one dimension) the same function $M$ may be associated with many different maps.

The function $M(\mathbf{x})>0$ is a function of $\mathbf{x}$ and $t$, but is more usually defined in terms of the solution $u(\mathbf{x}, t)$ of the underlying PDE, so that we might have

$$
M(\mathbf{x}, t) \equiv M(\mathbf{x}, u(\mathbf{x}, t), \nabla u(\mathbf{x}, t), \ldots, t)
$$

In this context $M$ is usually called a scalar monitor function, and is chosen to be large when the mesh points need to be clustered, for example if the solution of the underlying problem has a high gradient. In this case the Lebesgue measure of the set $B$ may be small even if the measure $\nu(B)$ is not. This may occur, for example, in the neighbourhood of a solution singularity or a sharp front. An obvious example of a monitor function is some estimate of the truncation error in the calculation of the solution of the underlying PDE, and this was the original motivation of the equidistribution approach of de Boor (1973). Loosely speaking, equidistributing the error in calculating the solution of a PDE over all mesh elements is a necessary condition for finding a global minimum of that error (Johnson 1987)

Assume now that we know the scalar function $M$ and consider how we might determine an appropriate map $\mathbf{F}$. To do this we introduce an arbitrary non-empty set $A \subset \Omega_{C}$ in the computational domain, with a corresponding image set $\mathbf{F}(A, t) \subset \Omega_{P}$. The map $\mathbf{F}$ equidistributes the respective scalar monitor function $M$ if the Stieltjes measures of $A$ and $\mathbf{F}(A, t)$, normalized over the measure of their respective domains, are the same. This implies that

$$
\begin{equation*}
\frac{\int_{A} \mathrm{~d} \boldsymbol{\xi}}{\int_{\Omega_{C}} \mathrm{~d} \boldsymbol{\xi}}=\frac{\int_{\mathbf{F}(A, t)} M(\mathbf{x}, t) \mathrm{d} \mathbf{x}}{\int_{\Omega_{P}} M(\mathbf{x}, t) \mathrm{d} \mathbf{x}} \tag{2.16}
\end{equation*}
$$

It follows from a change of variable that

$$
\begin{equation*}
\frac{\int_{A} \mathrm{~d} \boldsymbol{\xi}}{\int_{\Omega_{C}} \mathrm{~d} \boldsymbol{\xi}}=\frac{\int_{A} M(\mathbf{x}(\boldsymbol{\xi}, t), t)|J(\boldsymbol{\xi}, t)| \mathrm{d} \boldsymbol{\xi}}{\int_{\Omega_{P}} M(\mathbf{x}(\boldsymbol{\xi}, t), t) \mathrm{d} \mathbf{x}} . \tag{2.17}
\end{equation*}
$$

As the set $A$ is arbitrary, the map $\mathbf{F}(\boldsymbol{\xi}, t)$ must (for all $(\boldsymbol{\xi}, t)$ ) obey the identity

$$
\begin{equation*}
M(\mathbf{x}(\boldsymbol{\xi}, t), t)|J(\boldsymbol{\xi}, t)|=\theta(t), \quad \text { where } \quad \theta(t)=\frac{\int_{\Omega_{P}} M(\mathbf{X}(\boldsymbol{\xi}, t), t) \mathrm{d} \mathbf{x}}{\int_{\Omega_{C}} \mathrm{~d} \boldsymbol{\xi}} \tag{2.18}
\end{equation*}
$$

We shall refer to (2.18) as the equidistribution equation. This equation must always be satisfied by the map $\mathbf{F}(\boldsymbol{\xi}, t)$. It is the central equation of much of mesh generation, and we shall show presently that it is strongly connected to a variational representation of the mesh transformation.

### 2.5.2. Choice of a scalar monitor function

The choice of a scalar monitor function $M$ appropriate to the accurate solution of a PDE is difficult, problem-dependent, and the subject of much research. We do not consider this in detail here but give a brief review of various choices used for certain problem classes. The function $M$ can be determined by a priori considerations of the geometry or of the physics of the solution. An example is the generalized solution arclength given by

$$
\begin{equation*}
M=\sqrt{1+c^{2}\left|\nabla_{\mathbf{x}} u(x)\right|^{2}}, \quad \text { or alternatively } \quad M=\sqrt{1+c^{2}\left|\nabla_{\boldsymbol{\xi}} u(x(\xi))\right|^{2}} \tag{2.19}
\end{equation*}
$$

The first of these is often used to construct meshes which can follow moving fronts with locally high gradients (Winslow 1967, Huang 2007). A careful analysis of the application of arclength-based monitor functions to the resolution of the solution of singularly perturbed PDEs is given in Kopteva and Stynes (2001). Ceniceros and Hou (2001) successfully used the second monitor function (with $u$ being the temperature) to resolve small scale singular structures in Boussinesq convection. It is also common to use monitor functions based on the (potential) vorticity, or curvature, of the solution (Beckett and Mackenzie 2000), and these have been used in computations of weather front formation (Budd and Piggott 2005, Budd, Piggott and Williams 2009, Walsh, Budd and Williams 2009). In certain problems, moving fronts are associated with changes in the physics of the solution. An example is problems with phase changes, where the phase front occurs at those points $\left(x_{m}\right)_{i}$ at a temperature $T=T_{m}$. In such cases it is possible to construct meshes which resolve behaviour close to the phase boundary by using the monitor function $M=a / \sqrt{b\left|x-x_{m}\right|+c}$, where $\left|x-x_{m}\right|=\min \left|x-\left(x_{m}\right)_{i}\right|$ (Mackenzie and Mekwi 2007a). Alternatively, $M$ can be linked to estimates of the solution error. A significant calculation in
which $M$ was determined in terms of a priori error estimates (typically proportional to the higher derivatives of the solution or estimates of these) was given in Dorfi and Drury (1987), and is discussed in more detail presently. More recently, monitor functions determined by a posteriori error estimates have been constructed. An example of these, in the context of a piecewise linear finite element approximation $u_{h}$ to a function $u$, is $M=\sqrt{1+\alpha \zeta^{2}}$, where

$$
\begin{equation*}
\left|u-u_{h}\right|_{1, \Omega_{P}}^{2} \sim \zeta^{2}\left(u_{h}\right) \equiv \sum_{\text {l: interior edge }} \int_{l}\left[\nabla u_{h} . n_{l}\right]_{l}^{2} \mathrm{~d} l \tag{2.20}
\end{equation*}
$$

and $[.]_{l}$ is the jump in the computed solution along the element edges. This monitor function is used by Tang (2005) to compute solutions adaptively to the Navier-Stokes equations with thin shear layers and/or high Mach numbers. Similarly, in a series of papers studying both isotropic and anisotropic meshes (Huang 2001a, 2001b, 2005a, 2005b, 2007), Huang explicitly considers monitor functions which are designed to control the regularity, alignment and quality of the mesh. These include monitor functions which are based as estimates of the interpolation error of the computed solution, and we consider them presently. Other measures of mesh quality can be incorporated into the monitor function including maximum and minimum angle conditions (Zlamal 1968, Babuška and Rheinboldt 1979), conditions on aspect ratio and quantities that combine both shape and solution behaviour (Berzins 1998). Finally, it is sometimes possible in the case of PDEs with strong scaling structures (such as problems related to combustion and gas dynamics) to find suitable monitor functions which give meshes reflecting the natural scales of the problem (Budd and Williams 2006). We give an example of these in Section 5, looking at a PDE which has solutions which blow up in a finite time. In this case we need a fine mesh when the solution is large, and take $M(u)=\sqrt{a^{2}+b^{2} u^{2 p}}, p>0$.

We note at this stage that most choices of monitor function need a degree of smoothing and regularization to perform effectively, and we will consider this presently.

### 2.5.3. Matrix-valued monitor functions

The monitor function defined above is a scalar measure and is effective in the specification and generation of certain isotropic meshes. However, much greater freedom in mesh calculation may be required when calculating anisotropic meshes, and in this case a matrix-valued monitor function $\mathbf{M}$ can be used. In this case the meshes are defined via the metric determined by an $n \times n$ matrix-valued monitor function that specifies the shape, size and orientation of the elements throughout the physical domain $\Omega_{P}$. Huang (2007) defines a matrix-valued monitor function $\mathbf{M}(\mathbf{x})$ using the
identity

$$
\begin{equation*}
J^{-T} J^{-1}=\left(\frac{\int_{\Omega_{P}} \sqrt{\operatorname{det}(\mathbf{M})} \mathrm{d} \mathbf{y}}{\left|\Omega_{C}\right|}\right)^{-\frac{2}{n}} \mathbf{M}(\mathbf{x}) \tag{2.21}
\end{equation*}
$$

which is closely linked to the equidistribution principle for the scalar function. Indeed, the mesh satisfies an equidistribution equation

$$
\begin{equation*}
|J| \sqrt{\operatorname{det}(\mathbf{M})}=\frac{\int_{\Omega_{p}} \sqrt{\operatorname{det}(\mathbf{M})} \mathrm{d} \mathbf{y}}{\left|\Omega_{C}\right|} \tag{2.22}
\end{equation*}
$$

It also follows an alignment condition

$$
\begin{equation*}
\frac{1}{n} \operatorname{trace}\left(J^{-1} \mathbf{M}^{-1} J^{-T}\right)=\operatorname{det}\left(J^{-1} \mathbf{M}^{-1} J^{-T}\right)^{\frac{1}{n}} . \tag{2.23}
\end{equation*}
$$

A matrix monitor function $\mathbf{M}$, together with a proper boundary correspondence, then specifies a mesh via the conditions (2.22) and (2.23). Presently we relate these conditions of alignment and equidistribution to mesh quality and interpolation error, and show how to construct monitor functions that give explicit control over mesh quality.

### 2.6. Moving mesh PDEs, variational principles and harmonic maps

### 2.6.1. Moving the mesh to an equidistributed state

The equidistribution equation must be solved to find a mesh which equidistributes the monitor function $M$, and this equation must be augmented with additional conditions to obtain a unique map F. Indeed, the equidistribution principle has different consequences in one dimension from higher dimensions. In one dimension it (together with boundary conditions) uniquely defines the map $\mathbf{F}(\boldsymbol{\xi}, t)$. In this case the strategies for moving the mesh are all similar (or indeed trivially equivalent), and rely on either exactly solving the equidistribution equation (2.18), or relaxing towards a solution of some differentiated form of (2.18).

An important set of examples of the relaxation methods, which we will consider in detail (both in one and higher dimensions) in Section 3, are the variety of moving mesh PDE (MMPDE) methods. An example is MMPDE6, given by

$$
\begin{equation*}
-\epsilon x_{\xi \xi}=\left(M x_{\xi}\right)_{\xi} . \tag{2.24}
\end{equation*}
$$

Here $0<\epsilon \ll 1$ is a relaxation time over which the mesh evolves to the equidistributed state.

However, uniqueness of the solution of the equidistribution equation is lost in higher dimensions. Informally, this is because there is a unique interval (up to translation) of prescribed length in one dimension, but there is an uncountable number of sets of prescribed area in higher dimensions. Thus the equidistribution principle needs to be augmented with some additional
conditions if it is to be applied in dimension $n>1$. The determination of these additional conditions is neither straightforward nor unique, and leads to a variety of different methods for mesh generation, for which control of mesh skewness and other geometric properties must also be considered. Two examples of the additional conditions might be to impose an irrationality condition in the computational domain so that $\boldsymbol{\nabla}_{\boldsymbol{\xi}} \times \mathbf{F}=0$ (Budd and Williams 2006) - which is the basis of the optimal transport methods - or to require that the mesh velocity is irrotational in the physical domain so that $\nabla_{\mathbf{x}} \times \mathbf{v}=0$ (Cao et al. 2002) - which is the basis of the GCL methods. The augmented equations can then be solved in a number of ways to find the mesh: by directly solving the nonlinear system, which can be expensive; by differentiating the condition and solving the resulting differential equations which leads to the GCL methods we will consider in Section 4; by relaxing towards a solution of the system, which leads to the MMPDE methods in one and higher dimensions; or to have a global variational principle associated with the error and to find the gradient flow equations associated with it. We consider the latter now, with more details in Section 3.

### 2.6.2. Variational methods in one dimension and links to equidistribution

An alternative strategy for determining a mesh, also based on an appropriate monitor function, is the variational method. In such a method the stationary points determine the optimal mesh, and the associated gradient flow equations towards the stationary points determine a suitable mesh motion strategy.

Suppose that $I(\boldsymbol{\xi})$ is a certain functional and that the mesh generation strategy is equivalent to minimizing $I$ over a certain function space. Finding the Euler-Lagrange equations then leads to a gradient flow equation to evolve the mesh towards the equilibrium state (a stationary point of $I$ ), which is given by

$$
\begin{equation*}
\frac{\partial \xi}{\partial t}=-\frac{\delta I}{\delta \xi} \tag{2.25}
\end{equation*}
$$

This can then lead directly to an MMPDE to move the mesh by introducing some additional local control on the mesh movement in the form

$$
\begin{equation*}
\frac{\partial \xi}{\partial t}=-\frac{P}{\tau} \frac{\delta I}{\delta \xi} \tag{2.26}
\end{equation*}
$$

where $P$ is a positive differential operator and $\tau>0$ is a parameter for adjusting the time scale of the mesh movement. In one dimension, equidistributing the scalar monitor function $M$ is exactly equivalent to minimizing the functional

$$
\begin{equation*}
I(\xi)=\frac{1}{2} \int_{0}^{1} \frac{1}{M}\left(\frac{\partial \xi}{\partial x}\right)^{2} \mathrm{~d} x \tag{2.27}
\end{equation*}
$$

If the function $P$ in (2.26) is taken to be

$$
P=\left(\frac{M}{\xi_{x}}\right)^{2}
$$

then we obtain MMPDE5 (see Section 3 for an alternative derivation),

$$
\begin{equation*}
\frac{\partial x}{\partial t}=\frac{1}{\tau} \frac{\partial}{\partial \xi}\left(M \frac{\partial x}{\partial \xi}\right) \tag{2.28}
\end{equation*}
$$

This equation can be used to evolve the one-dimensional mesh towards an equidistributed state. It also has a natural generalization to the PMA equation derived from the optimally transported meshes we will consider in Section 3.

### 2.6.3. Variational methods in higher dimensions

Motivated by (2.27) we can consider a generalization to two dimensions, which is essentially a form of equidistribution in each coordinate direction (Huang and Russell 1997b, 1999). This is given by

$$
\begin{equation*}
I(\xi, \eta)=\frac{1}{2} \int_{\Omega_{P}}\left[\boldsymbol{\nabla} \xi^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \xi+\boldsymbol{\nabla} \eta^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \eta\right] \mathrm{d} x \mathrm{~d} y \tag{2.29}
\end{equation*}
$$

where $\mathbf{M}$ is now a symmetric positive definite matrix-valued monitor function, which is a generalization of the original scalar monitor function. The Euler-Lagrange equations which define the coordinate transformation at the steady state are then given by

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left(\mathbf{M}^{-1} \boldsymbol{\nabla} \xi\right)=0, \quad \boldsymbol{\nabla} \cdot\left(\mathbf{M}^{-1} \boldsymbol{\nabla} \eta\right)=0 \tag{2.30}
\end{equation*}
$$

where all derivatives are expressed in terms of the physical variables so that $\boldsymbol{\nabla}=\left(\partial_{x}, \partial_{y}\right)^{T}$. A moving mesh PDE can then be obtained via the gradient flow equations, given by

$$
\begin{equation*}
\frac{\partial \xi}{\partial t}=-\frac{P}{\tau} \frac{\delta I}{\delta \xi}, \quad \frac{\partial \eta}{\partial t}=-\frac{P}{\tau} \frac{\delta I}{\delta \eta} \tag{2.31}
\end{equation*}
$$

and we will give more details of this procedure in Section 3. A special case of this system is given by

$$
\begin{equation*}
\mathbf{M}=w I \tag{2.32}
\end{equation*}
$$

where $w$ is known as the (scalar) weight function. This corresponds to onedimensional equidistribution and in the steady state gives the equations

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left(\frac{1}{w} \nabla \xi\right)=0, \quad \nabla \cdot\left(\frac{1}{w} \nabla \eta\right)=0 \tag{2.33}
\end{equation*}
$$

Finding a mesh which satisfies this is called Winslow's variable diffusion method (Winslow 1967, 1981).

### 2.6.4. Harmonic maps

Another method closely related to (2.29) is the method based on harmonic maps (Dvinsky 1991). It defines the coordinate transformation used for mesh adaptation as a harmonic map minimizing the functional

$$
\begin{equation*}
I(\xi, \eta)=\frac{1}{2} \int_{\Omega_{P}} \sqrt{\operatorname{det}(\mathbf{M})}\left[\boldsymbol{\nabla} \xi^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \xi+\boldsymbol{\nabla} \eta^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \eta\right] \mathrm{d} x \mathrm{~d} y \tag{2.34}
\end{equation*}
$$

where, once again, $\mathbf{M}$ is a matrix-valued monitor function. We note that in this case the matrix-valued function $\mathbf{M}$ cannot be chosen to be a scalar monitor function (see Winslow (1967)) as this would lead to no mesh adaptivity in two dimensions. Brackbill and Saltzman (1982) generalize Winslow's idea and define the needed coordinate transformation by minimizing a combination of three functionals characterizing adaptivity, smoothness, and orthogonality, respectively. Its final functional takes the form

$$
\begin{align*}
I(\xi, \eta)=\theta_{a} & \int_{\Omega_{P}} w|J| \mathrm{d} x \mathrm{~d} y+\theta_{s} \int_{\Omega_{P}}\left(\boldsymbol{\nabla} \xi^{T} \nabla \xi+\boldsymbol{\nabla} \eta^{T} \nabla \eta\right) \mathrm{d} x \mathrm{~d} y \\
& +\theta_{o} \int_{\Omega_{P}}\left(\boldsymbol{\nabla} \xi^{T} \nabla \eta\right)^{2} \mathrm{~d} x \mathrm{~d} y \tag{2.35}
\end{align*}
$$

where $w$ is the (scalar) weight function and $\theta_{a}, \theta_{s}$, and $\theta_{o}$ are positive parameters. Notice that the three integrals on the right-hand side have different dimensions. As a consequence, the choice of the parameters may depend on specific applications. Directional control is further considered by Brackbill (1993). Variational methods have also been developed based on mechanical models; see Jacquotte (1988), Jacquotte and Coussement (1992) and de Almeida (1999). Dvinsky (1991) also discusses the advantages and disadvantages of formulating the harmonic map method in the physical domain and in the computational domain. However, numerical results show that the method formulated in the computational domain produces crossover meshes for a non-convex physical domain, whereas the method formulated in the physical domain leads to non-singular meshes.

### 2.7. Mesh quality, isotropy and alignment

The methods discussed in Section 2.6 are primarily based on physical and/or geometric considerations. Although they have been applied with a degree of success to numerical solution of a variety of PDEs, it is unclear how mesh concentration is controlled precisely through the monitor function for these methods. This is important because a clear understanding of the effect of the monitor function on mesh concentration will lead to a better choice of the monitor function as well as a better design of the mesh adaptation method itself. Moreover, neither of the methods, or their choice of the monitor function, is directly connected to any sort of error analysis. (A qualitative
analysis of the effect of the monitor function on mesh concentration is given by Cao, Huang and Russell (1999b) for the functional (2.29).)

A variational method based on appropriate functionals which addresses these issues has been developed based on the equidistribution and alignment conditions (2.22) and (2.23) in Huang (2001b), Huang and Sun (2003) and Huang (2007). Recall that, for a given matrix-valued monitor function $\mathbf{M}(\mathbf{x})$, the condition (2.22) specifies the size of elements while (2.23) determines the shape and orientation of elements. The main idea of the variational method in this context is to then generate a coordinate transformation that closely satisfies these two conditions.

### 2.7.1. A functional for mesh alignment

First consider the alignment condition (2.23). Let the eigenvalues of the matrix $J^{-1} \mathbf{M}^{-1} J^{-T}$ be $\lambda_{1}, \ldots, \lambda_{n}$. By the arithmetic-mean/geometric-mean inequality, the desired coordinate transformation can be obtained by minimizing the difference between the two sides of the inequality

$$
\left(\prod_{i} \lambda_{i}\right)^{\frac{1}{n}} \leq \frac{1}{n} \sum_{i} \lambda_{i}
$$

Notice that

$$
\begin{aligned}
& \sum_{i} \lambda_{i}=\operatorname{trace}\left(J^{-1} \mathbf{M}^{-1} J^{-T}\right)=\sum_{i}\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \mathbf{M}^{-1} \nabla \xi_{i} \\
& \prod_{i} \lambda_{i}=\operatorname{det}\left(J^{-1} \mathbf{M}^{-1} J^{-T}\right)=\frac{1}{(|J| \sqrt{\operatorname{det}(\mathbf{M})})^{2}}
\end{aligned}
$$

Then we have

$$
\left(\frac{1}{(|J| \sqrt{\operatorname{det}(\mathbf{M})})^{2}}\right)^{\frac{1}{n}} \leq \frac{1}{n} \sum_{i}\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \xi_{i}
$$

or equivalently

$$
\begin{equation*}
\frac{n^{\frac{n}{2}}}{|J|} \leq \sqrt{\operatorname{det}(\mathbf{M})}\left(\sum_{i}\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \xi_{i}\right)^{\frac{n}{2}} \tag{2.36}
\end{equation*}
$$

Integrating the above inequality over the physical domain yields

$$
n^{\frac{n}{2}} \int_{\Omega_{C}} \mathrm{~d} \boldsymbol{\xi} \leq \int_{\Omega_{P}} \sqrt{\operatorname{det}(\mathbf{M})}\left(\sum_{i}\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \xi_{i}\right)^{\frac{n}{2}} \mathrm{~d} \mathbf{x}
$$

Hence, the adaptation functional associated with mesh alignment for the inverse coordinate transformation $\boldsymbol{\xi}=\boldsymbol{\xi}(\mathbf{x})$ can be defined as

$$
\begin{equation*}
I_{\mathrm{ali}}(\boldsymbol{\xi})=\frac{1}{2} \int_{\Omega} \sqrt{\operatorname{det}(\mathbf{M})}\left(\sum_{i}\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \xi_{i}\right)^{\frac{n}{2}} \mathrm{~d} \mathbf{x} \tag{2.37}
\end{equation*}
$$

We remark that the functional (2.37) can also be derived from the concept of conformal norm in the context of differential geometry (Huang 2001b). Moreover, in two dimensions $(n=2)$, (2.37) gives the energy of a harmonic mapping (Dvinsky 1991). In this sense, the harmonic map method can be understood as a functional associated with alignment. Similarly, we can take squares on both sides of (2.36) and integrate the resulting inequality over $\Omega_{P}$. We get

$$
n^{n} \int_{\Omega_{P}} \frac{\sqrt{\operatorname{det}(\mathbf{M})}}{(|J| \sqrt{\operatorname{det}(\mathbf{M})})^{2}} \mathrm{~d} \mathbf{x} \leq \int_{\Omega_{P}} \sqrt{\operatorname{det}(\mathbf{M})}\left(\sum_{i}\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \xi_{i}\right)^{2} \mathrm{~d} \mathbf{x}
$$

The resulting functional for alignment then takes the form

$$
\begin{gather*}
\tilde{I}_{\mathrm{ali}}(\boldsymbol{\xi})=\int_{\Omega_{P}} \sqrt{\operatorname{det}(\mathbf{M})}\left(\sum_{i}\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \xi_{i}\right)^{2} \mathrm{~d} \mathbf{x} \\
-n^{n} \int_{\Omega_{P}} \frac{\sqrt{\operatorname{det}(\mathbf{M})}}{(|J| \sqrt{\operatorname{det}(\mathbf{M})})^{2}} \mathrm{~d} \mathbf{x} \tag{2.38}
\end{gather*}
$$

### 2.7.2. A functional for equidistribution

We now consider the equidistribution condition (2.22). From Hölder's inequality we have

$$
\left(\int_{\Omega_{P}} \frac{\sqrt{\operatorname{det}(\mathbf{M})}}{|J| \sqrt{\operatorname{det}(\mathbf{M})}} \mathrm{d} \mathbf{x}\right)^{2}=\left(\int_{\Omega_{C}} \mathrm{~d} \boldsymbol{\xi}\right)^{2} \leq \int_{\Omega_{P}} \frac{\sqrt{\operatorname{det}(\mathbf{M})}}{(|J| \sqrt{\operatorname{det}(\mathbf{M})})^{2}} \mathrm{~d} \mathbf{x}
$$

which leads to the functional for equidistribution given by

$$
\begin{equation*}
I_{\mathrm{eq}}(\boldsymbol{\xi})=\int_{\Omega_{P}} \frac{\sqrt{\operatorname{det}(\mathbf{M})}}{(|J| \sqrt{\operatorname{det}(\mathbf{M})})^{2}} \mathrm{~d} \mathbf{x} \tag{2.39}
\end{equation*}
$$

### 2.7.3. An adaptation functional based on equidistribution and alignment

We note that neither of the adaptation functionals defined in the previous subsections can alone lead to a robust mesh adaptation method because each of them represents only one of the mesh control conditions (2.23) and (2.22). It is necessary and natural to combine them. A way to achieve this goal is to take an average of the functionals (2.38) and (2.39), i.e.,

$$
\begin{align*}
I(\boldsymbol{\xi})= & \theta \int_{\Omega_{P}} \sqrt{\operatorname{det}(\mathbf{M})}\left(\sum_{i}\left(\nabla \xi_{i}\right)^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \xi_{i}\right)^{n} \mathrm{~d} \mathbf{x} \\
& +(1-2 \theta) n^{n} \int_{\Omega_{P}} \frac{\sqrt{\operatorname{det}(\mathbf{M})}}{(|J| \sqrt{\operatorname{det}(\mathbf{M})})^{2}} \mathrm{~d} \mathbf{x} \tag{2.40}
\end{align*}
$$

where $\theta \in[0,1]$ is a parameter. Notice that the two terms in the functional have the same dimension. The balance between them is controlled by a
dimensionless parameter $\theta$. When $\theta=1 / 2$, only the first term remains. Regarding well-posedness, it is noted that the first term of the functional is convex, and the existence, uniqueness, and the maximal principle for its minimizer are guaranteed; e.g., see Reshetnyak (1989). It is unclear if this result can apply to the whole functional.

### 2.7.4. Mesh quality measures: alignment and equidistribution

Mesh quality measures can also be developed based on the alignment and equidistribution conditions (2.23) and (2.22). Indeed, for a given matrixvalued monitor function $\mathbf{M}=\mathbf{M}(\mathbf{x})$ and a coordinate transformation $\mathbf{x}=$ $\mathbf{x}(\boldsymbol{\xi})$ (or its inverse), we can use

$$
\begin{align*}
Q_{\mathrm{ali}} & =\left[\frac{\operatorname{trace}\left(J^{T} \mathbf{M} J\right)}{n \operatorname{det}\left(J^{T} \mathbf{M} J\right)^{\frac{1}{n}}}\right]^{\frac{n}{2(n-1)}}  \tag{2.41}\\
Q_{\mathrm{eq}} & =\frac{|J| \sqrt{\operatorname{det}(\mathbf{M})}\left|\Omega_{C}\right|}{\int_{\Omega_{P}} \sqrt{\operatorname{det}(\mathbf{M})} \mathrm{d} y} \tag{2.42}
\end{align*}
$$

to measure how closely the coordinate transformation (i.e., mesh) satisfies the alignment and equidistribution conditions (2.23) and (2.22), respectively. We note that $Q_{\text {ali }}$ is equivalent to

$$
\begin{equation*}
\hat{Q}_{\mathrm{ali}}=\left[\frac{\operatorname{trace}\left(J^{-1} \mathbf{M}^{-1} J^{-T}\right)}{n \operatorname{det}\left(J^{-1} \mathbf{M}^{-1} J^{-T}\right)^{\frac{1}{n}}}\right]^{\frac{n}{2(n-1)}} \tag{2.43}
\end{equation*}
$$

The quantity $Q_{\text {ali }}$ ranges from 1 to $\infty$, with $Q_{\text {ali }} \equiv 1$ for the identity mapping, while $Q_{\text {eq }}$ takes values in $(0, \infty)$, with $\max _{x} Q_{\text {eq }}=1$ implying an equidistributing mesh. Interestingly, $Q_{\text {ali }}$ reduces to an equivalence of $Q_{\text {geo }}$ when $M=\mathrm{Id}$. In this sense, $Q_{\text {ali }}$ can be viewed as a geometric quality measure in the metric specified by $\mathbf{M}$.

### 2.8. Error control and associated monitor functions

The measures for mesh quality and geometry described in Section 2.7 have largely been constructed in the absence of a clear application. For the majority of this article we are considering the effectiveness of a mesh for computing the solution of a partial differential equation. In this case we are expecting to impose some form of discretization of the system on the mesh. From this discretization we hope to solve a (typically rapidly evolving) partial differential equation. The mesh so constructed should attempt to minimize error (such as the truncation or the interpolation error) in some way. In this subsection we consider three forms of error, namely static truncation error, static interpolation error and dynamic errors, and in the first two cases look at monitor functions which lead to reduced errors. The difficulty in implementing such a procedures is, of course, that not only is
it difficult to measure (or indeed to precisely define) the error during the calculation and adapting the mesh accordingly, but also some of the 'best' adaptive meshes for solving time-dependent problems lead to very stiff differential equations, thus significantly increasing the computational cost of the process and in some cases making the whole calculation significantly unstable. However, it is intuitively reasonable that for solutions with small length scales over part of the domain, and larger length scales elsewhere, we might expect to gain significant efficiency by using a smaller mesh in the region of high variation. Exactly this observation motivated the important early work of Dorfi and Drury (1987).

### 2.8.1. Static truncation error and 'optimal' meshes

The most natural reason for using an adaptive mesh in the context of solving a PDE is to control the overall error in any discretization. It is a surprisingly difficult problem to obtain such an estimate in the context of a (non-uniform) moving mesh. Typically there are contributions to the local truncation error from the local mesh scale, the variation of the mesh from one element to the next, and also the effects of the mesh motion, which all need to be taken into consideration. It is also difficult to then extrapolate from a local to a global error estimate in such cases. Accordingly, we will confine ourselves to giving a flavour of this analysis by looking at some simple one-dimensional problems for which we can perform the technical calculations needed to analyse the error. Following this we will return to more general ideas shortly. Accordingly, as examples of two steady-state problems for which adaptivity may be required, we may wish to solve the Poisson equation

$$
\begin{equation*}
-\Delta u=f(x, y, z, \ldots) \tag{2.44}
\end{equation*}
$$

for a potentially singular right-hand side $f$. Alternatively we may seek to solve the singular diffusion equation

$$
\begin{equation*}
-\epsilon u^{\prime \prime}-c(x) u^{\prime}=f(x), \quad \epsilon \ll 1 \tag{2.45}
\end{equation*}
$$

An ideal mesh with $N$ points, used to compute the function $u$, is one which leads to low errors - ideally, in the case of (2.45), to errors which are $\epsilon$-independent and depend only upon $N$. Such a mesh should also keep computational costs low. Essentially we can consider two types of non-uniform mesh for the computation. One type is an optimal, fitted or a priori mesh, which is prescribed in advance of the calculation and gives best possible errors for that computation in some appropriate norm. Important examples of this class are the Shishkin and Bakhvalov meshes for the singularly perturbed problems (2.45) and optimal meshes for Poisson-type problems. In Babuška and Rheinboldt (1979), a general analysis of such meshes is made in the context of finite element calculations in one dimension. An adaptive mesh, on the other hand, attempts to approximate an optimal mesh
through equidistributing a suitable monitor function determined during the computation.

It is important to note at this stage that the error in discretizing a differential equation (or indeed in interpolating the solution to that equation or a function in general) is a combination of the error that would occur on a uniform mesh together with further errors that arise from the non-uniformity of the mesh (variation in the size of the elements) and (in more than one dimension) the mesh skewness. The latter errors have to be treated with great care as they can easily dominate the truncation error on the uniform mesh and make an adapted mesh worse than useless in solving the underlying problem. However, in contrast, a common error in many numerical analysis texts is to assume either that these errors add together to give a larger error, or that, for example, the error due to the non-uniformity of the mesh is always at a lower order than the error on the uniform mesh and thus dominates the overall calculation. In fact, provided that the mesh function is suitably smooth, for example if (in one dimension) the mesh is quasi-uniform and obeys the condition (2.9), then the three errors can be at the same order when expressed in terms of $1 / N^{p}$. In an 'optimal' mesh it may be possible for the errors to cancel each other out to leading order. However, such meshes are usually very hard to construct and require a lot of a priori information about the solution. Adaptive meshes generally work by bounding the leading order error (regardless of the behaviour of the underlying solution).

We start by looking at both optimal and adaptive non-uniform meshes on which we can pose finite difference discretization of the Poisson equation:

$$
\begin{equation*}
-\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}=f(x) \tag{2.46}
\end{equation*}
$$

If the mesh is a function $x(\xi)$ of the computational variable, then in the computational domain we have

$$
\begin{equation*}
-\frac{1}{J}\left(\frac{u_{\xi}}{J}\right)_{\xi}=f(x(\xi)), \quad J=x_{\xi} \tag{2.47}
\end{equation*}
$$

The equation (2.47) can then be discretized in the computational domain for which we use the approximations

$$
U_{j} \approx u\left(X_{j}\right), \quad X_{j}=x\left(j \Delta_{\xi}\right), \quad f_{j}=f\left(X_{j}\right)
$$

A natural centred difference approximation to (2.47) then takes the form

$$
\begin{equation*}
-\frac{2}{(\Delta \xi)^{2}} \frac{\left(\frac{U_{j+1}-U_{j}}{X_{j+1}-X_{j}}-\frac{U_{j}-U_{j-1}}{X_{j}-X_{j-1}}\right)}{X_{j+1}-X_{j-1}}=f_{j} \tag{2.48}
\end{equation*}
$$

with

$$
\Delta_{i}=X_{i+1}-X_{i}
$$

We now assume that the mesh function $x(\xi)$ has regularity $C^{2}$ and exactly equidistributes a scalar monitor function $M$.

## Lemma 2.3.

(i) The local truncation error $T$ of the above discretization is given in the original variables by

$$
\begin{equation*}
T=\frac{\Delta_{i}^{2}}{3}\left[\frac{x_{\xi \xi}}{x_{\xi}^{2}} u_{x x x}+\frac{u_{x x x x}}{4}\right]+\mathcal{O}\left(\Delta_{i}^{3}\right) \tag{2.49}
\end{equation*}
$$

and in the computational variables by

$$
\begin{equation*}
T=\frac{\Delta \xi^{2} x_{\xi}^{2}}{3}\left[-\frac{M_{\xi} u_{x x x}}{M x_{\xi}}+\frac{u_{x x x x}}{4}\right]+\mathcal{O}\left(\Delta \xi^{3}\right) \tag{2.50}
\end{equation*}
$$

(ii) The truncation error is of second order if the mesh is quasi-uniform so that condition (2.10) is satisfied.
(iii) The truncation error is zero to leading order if the mesh equidistributes the monitor function

$$
\begin{equation*}
M_{\mathrm{opt}}=\left(u_{x x x}\right)^{1 / 4}=\left(-f_{x}\right)^{1 / 4} \tag{2.51}
\end{equation*}
$$

Proof. Let $\Delta_{j}=X_{j+1}-X_{j}$. A simple Taylor expansion gives

$$
\begin{aligned}
& U_{j+1}=U_{j}+\Delta_{j} u^{\prime}+\frac{\Delta_{j}^{2}}{2} u^{\prime \prime}+\frac{\Delta_{j}^{3}}{6} u^{\prime \prime \prime}+\frac{\Delta_{j}^{4}}{24} u^{\prime \prime \prime \prime}+\mathcal{O}(5) \\
& U_{j-1}=U_{j}-\Delta_{j-1} u^{\prime}+\frac{\Delta_{j-1}^{2}}{2} u^{\prime \prime}-\frac{\Delta_{j-1}^{3}}{6} u^{\prime \prime \prime}+\frac{\Delta_{j}^{4}}{24} u^{\prime \prime \prime \prime}+\mathcal{O}(5)
\end{aligned}
$$

where all derivatives of $u$ are expressed in terms of $x$. Hence, expanding the left-hand side of (2.48), we obtain (after some manipulation) that the truncation error is given by

$$
T=\frac{1}{3}\left(\Delta_{j}-\Delta_{j-1}\right) u^{\prime \prime \prime}+\frac{1}{12} \frac{\Delta_{j}^{3}+\Delta_{j-1}^{3}}{\Delta_{j}+\Delta_{j-1}} u^{\prime \prime \prime \prime}+\mathcal{O}(3)
$$

This error has two components. The second is the usual component (of order $\Delta_{j}^{2}$ ) which is seen on a uniform mesh. The first is an additional error due to the variation in the size of the mesh. In many texts this is considered to be large (as it is apparently of higher order); however, if $\Delta_{j}$ varies smoothly over the domain then it is actually of the same order as the second error. Since, to leading order,

$$
\Delta_{j}=\Delta \xi x_{\xi}
$$

we have, to leading order,

$$
T=(\Delta \xi)^{2}\left(\frac{1}{3} x_{\xi \xi} u^{\prime \prime \prime}+\frac{1}{12} x_{\xi}^{2} u^{\prime \prime \prime \prime}\right)+\mathcal{O}\left(\Delta \xi^{3}\right)
$$

Setting (to leading order) $\Delta_{j}=\Delta \xi x_{\xi}$ gives (2.49). Now, from the equidistribution equation we have

$$
x_{\xi}=\frac{\theta}{M}
$$

Hence $M_{\xi} x_{\xi}+M x_{\xi \xi}=0$. Substituting for $M$ in the above gives (2.50).
Result (ii) follows immediately from the expression (2.49)
The optimal form of $M$ in (iii) arises from setting the leading-order term to zero and integrating. Note that this latter calculation can break down if $u_{x x x}$ vanishes at some point.

An almost identical calculation to the above leads to the following result.

## Lemma 2.4.

(i) If we consider using the standard central difference approximation to $u_{x}$ given by

$$
u_{x}=\frac{U_{i+1}-U_{i-1}}{X_{i+1}-X_{i-1}}
$$

then the truncation error is given in the physical coordinates by

$$
\begin{equation*}
T=\frac{\Delta_{i}^{2}}{2}\left[\frac{x_{\xi \xi}}{x_{\xi}^{2}} u_{x x}+\frac{1}{3} u_{x x x}\right]+\mathcal{O}\left(\Delta_{i}^{3}\right) \tag{2.52}
\end{equation*}
$$

or in the computational coordinates by

$$
\begin{equation*}
T=\frac{\Delta \xi^{2} x_{\xi}^{2}}{2}\left[-\frac{M_{\xi} u_{x x}}{M x_{\xi}}+\frac{1}{3} u_{x x x}\right]+\mathcal{O}\left(\Delta \xi^{3}\right) \tag{2.53}
\end{equation*}
$$

(ii) This error is of second order on a quasi-uniform mesh, and is zero to leading order on an 'optimal mesh' given when

$$
\begin{equation*}
M=\left(u_{x x}\right)^{1 / 3} \tag{2.54}
\end{equation*}
$$

These calculations, both of the errors in approximating $u_{x}$ and $u_{x x}$ and of the possible optimal meshes, are revealing in a number of ways. Firstly, they show that in all such calculations there is a subtle interplay between the mesh variability and the mesh size. This is even more marked in the case of singular perturbation problems. By choosing $M$ very carefully we can exploit this to give very high accuracy and an optimal mesh. In general this is not usually possible. Indeed this calculation requires an accurate knowledge of the third derivative of the function $u$.

Secondly, we can also see from (2.50) the effect of choosing other types of monitor function as part of an adaptive calculation. The optimal mesh eliminates the truncation error to leading order. However, the truncation error is actually an estimate for the second derivative (with respect to $x$ ) of the solution error between the calculated solution $U_{j}$ and $u\left(X_{j}\right)$. To obtain
a true estimate, this expression needs to be integrated. A useful expression for the error for both (2.46) and (2.45) (see Andreev and Kopteva (1998)) is then given by the next lemma.

## Lemma 2.5.

$$
\begin{equation*}
\left\|U_{j}-u\left(X_{j}\right)\right\|_{\infty} \leq C \max \left[\Delta_{i}^{2} \max _{\left[X_{i}, X_{i+1}\right]}\left|u^{\prime \prime}\right|+\Delta_{i}^{2}\right] \tag{2.55}
\end{equation*}
$$

Given suitable a priori estimates, this error can be bounded by using a monitor function $M$ which controls this via the expression

$$
\begin{aligned}
\Delta_{i}^{2}\left(\max _{\left[X_{i}, X_{i+1}\right]}\left|u^{\prime \prime}\right|+1\right) & =\Delta \xi^{2} x_{\xi}^{2}\left(\max _{\left[X_{i}, X_{i+1}\right]}\left|u^{\prime \prime}\right|+1\right) \\
& =\Delta \xi^{2}\left(\max _{\left[X_{i}, X_{i+1}\right]}\left|u^{\prime \prime}\right|+1\right) \theta^{2} / M^{2}
\end{aligned}
$$

This motivates the choice of the curvature-dependent monitor function given by

$$
M=\sqrt{1+\left|u^{\prime \prime}\right|^{2}}
$$

Such a function has been used by Blom and Verwer (1989); see also Mackenzie and Robertson (2002), Chen (1994), Huang and Sun (2003) and Kopteva (2007). In this case the error becomes a function of $\Delta \xi$ only and does not depend upon the solution. Hence it has the great advantage of yielding a mesh for which large variations in $u^{\prime \prime}$ (for example at boundary layers) do not affect accuracy. This is good enough for most calculations. Observe, however, the difference between using the curvature-based monitor function to bound the error, and the optimal monitor function for the Poisson equation which eliminates this error to leading order.

Similar issues arise in the case of the singularly perturbed problems (2.45). For example, it is possible to get very sharp estimates on the solution in certain cases (such as when $c(x)=1$ ). In the latter case (Andreev and Kopteva 1998) we have the following result.

## Lemma 2.6.

$$
\begin{equation*}
\left\|U_{j}-u\left(X_{j}\right)\right\|_{\infty} \leq C\left[\left\|\min \left\{\Delta_{i}^{2} / \epsilon^{2}, 1\right\} \mathrm{e}^{-x_{i-1} / \epsilon}\right\|_{\infty}+\max \Delta_{i}^{2}\right] \tag{2.56}
\end{equation*}
$$

This error can be completely controlled to be proportional only to $\Delta \xi^{2}$ using a Bakhvalov mesh. For such problems it can also be shown (Kopteva 2007) that, if the monitor function is chosen to be a discrete arclength of the form

$$
M=\sqrt{1+u_{x}^{2}}
$$

then, provided that the solution has converged closely to an equidistributed one, the computed solution is first-order accurate with errors $\mathcal{O}(\Delta \xi)$, independent of the value of $\epsilon$.

It is interesting to point out that uniform convergence has been obtained by a number of researchers for equidistributing meshes determined a priori by the exact solution or the singularity information of the exact solution for singularly perturbed differential equations: e.g., see Sloan et al. (Qiu and Sloan 1999, Qiu, Sloan and Tang 2000), Mackenzie et al. (Mackenzie 1999, Beckett and Mackenzie 2000, Beckett, Mackenzie, Ramage and Sloan 2001 b, Beckett and Mackenzie 2001a, 2001b, Mackenzie and Mekwi 2007b), and Huang (2005c). Convergence results are also obtained for a posteriori equidistributing meshes determined by computational solutions for differential equations in Babuška and Rheinboldt (1979), Kopteva and Stynes (2001), He and Huang (2009) and Huang, Kamenski and Lang (2009).

### 2.8.2. Static interpolation error

In higher dimensions it is very hard to obtain reliable estimates for the truncation error when solving a general PDE. A somewhat easier, but still very important, question to address is whether a mesh is suitable to approximate the solution of the PDE , in particular to interpolate the solution. We now consider this question.

Suppose that the solution of the differential equation (or indeed any appropriate function defined in the physical domain) is given by $u(x, y, \ldots)$. For the case of a problem in two dimensions we can define the point values of $u$ on the non-uniform mesh by

$$
U_{i, j}=u\left(X_{i, j}, Y_{i, j}\right)
$$

A natural measure of error is the interpolation error obtained by approximating $u$ on the mesh with suitable functions using the above point values. Significant progress in finding meshes with good properties in reducing the interpolation error of a solution has been made in this direction in the past decade. Formulae giving the optimal monitor function to minimize this error over a suitable mesh have been developed based on interpolation error estimates by Huang and Sun (2003) in the $H^{m}$-norm, Chen et al. (2007) in the $L^{q}$-norm, Huang (2005a, 2005b) in the $W^{m, q_{-}}$norm, and Cao (2005, 2007a, 2007b, 2008) for higher-order interpolation in two dimensions. Formulae have also been developed based on an a posteriori error estimate for one dimension (He and Huang 2009), a hierarchical basis a posteriori error estimate (Huang et al. 2009), and semi a posteriori error estimates for variational problems (Huang and Li 2009). Formulae for the monitor functions in these cases can be obtained as follows (Huang and Sun 2003, Huang 2005a). A so-called anisotropic error bound, taking into consideration the directional effect of the error or solution derivatives, is first developed. This error bound can be regarded as a function of the monitor function $M$ when only meshes satisfying the alignment and equidistribution
conditions (2.23) and (2.22) are concerned. Then the optimal monitor function is obtained by minimizing the bound among all possible matrix-valued functions M. Consider a simple situation where a function $u \in H^{2}\left(\Omega_{P}\right)$ is interpolated by piecewise linear polynomials on a simplicial mesh (of $N$ elements) and the error is measured in $L^{2}$-norm. Then an anisotropic asymptotic bound (as $N \rightarrow \infty$ ) can be obtained from the interpolation theory of Sobolev spaces (Huang and Sun 2003), namely

$$
\left\|e_{h}\right\|_{L^{2}\left(\Omega_{P}\right)}^{2} \leq C \alpha^{2} N^{-\frac{4}{n}} \int_{\Omega_{P}}\left(\operatorname{trace}\left(J^{T}\left[I+\alpha^{-1}|H(u)|\right] J\right)\right)^{2} \mathrm{~d} \mathbf{x}+\text { h.o.t., }(2.57)
$$

where $H(u)$ denotes the Hessian of the function $u,|H(u)|=\sqrt{H(u)^{T} H(u)}$, and $\alpha>0$ is an arbitrary number which serves as a regularization parameter, whose value will be determined later. Note that a rigorous bound can be obtained. But in this situation the derivation has to be associated with a discrete form; e.g., see Huang (2007). Since the procedure is the same for both, for simplicity we use the non-rigorous continuous form. Noticing that a mesh satisfying (2.23) and (2.22) (and a proper boundary correspondence) is a function of $\mathbf{M}$, we can regard the integral on the right-hand side of (2.57) as a function of $\mathbf{M}$, namely

$$
\begin{equation*}
B(\mathbf{M})=\int_{\Omega_{P}}\left(\operatorname{trace}\left(J^{T}\left[I+\alpha^{-1}|H(u)|\right] J\right)\right)^{2} \mathrm{~d} \mathbf{x} \tag{2.58}
\end{equation*}
$$

In the following analysis, we consider only meshes satisfying (2.22) and (2.23) and derive the optimal monitor function by minimizing $B(\mathbf{M})$ among all possible matrix-valued functions M. First we notice that (2.23) is mathematically equivalent to

$$
\begin{equation*}
\frac{1}{n} \operatorname{trace}\left(J^{T} \mathbf{M} J\right)=\operatorname{det}\left(J^{T} \mathbf{M} J\right)^{\frac{1}{n}} \tag{2.59}
\end{equation*}
$$

A direct comparison of (2.59) suggests that $\mathbf{M}$ can be chosen in the form

$$
\begin{equation*}
\mathbf{M}=\theta(\mathbf{x})\left[I+\alpha^{-1}|H(u)|\right] \tag{2.60}
\end{equation*}
$$

where $\theta=\theta(\mathbf{x})$ is a scalar function. For matrix-valued monitor functions in this form, (2.59) reduces to

$$
\frac{1}{n} \operatorname{trace}\left(J^{T}\left[I+\alpha^{-1}|H(u)|\right] J\right)=\operatorname{det}\left(J^{T}\left[I+\alpha^{-1}|H(u)|\right] J\right)^{\frac{1}{n}}
$$

Inserting this into (2.58) and using Hölder's inequality, we have

$$
\begin{aligned}
B(\mathbf{M}) & =n^{2} \int_{\Omega_{P}}|J|^{\frac{4}{n}} \operatorname{det}\left(I+\alpha^{-1}|H(u)|\right)^{\frac{2}{n}} \mathrm{~d} \mathbf{x} \\
& =n^{2} \int_{\Omega_{C}}\left[|J| \operatorname{det}\left(I+\alpha^{-1}|H(u)|\right)^{\frac{2}{n+4}}\right]^{\frac{n+4}{n}} \mathrm{~d} \boldsymbol{\xi}
\end{aligned}
$$

$$
\begin{align*}
& \geq n^{2}\left|\Omega_{C}\right|^{-\frac{4}{n}}\left[\int_{\Omega_{C}}|J| \operatorname{det}\left(I+\alpha^{-1}|H(u)|\right)^{\frac{2}{n+4}} \mathrm{~d} \boldsymbol{\xi}\right]^{\frac{n+4}{n}}  \tag{2.61}\\
& =n^{2}\left|\Omega_{C}\right|^{-\frac{4}{n}}\left[\int_{\Omega_{P}} \operatorname{det}\left(I+\alpha^{-1}|H(u)|\right)^{\frac{2}{n+4}} \mathrm{~d} \mathbf{x}\right]^{\frac{n+4}{n}} \tag{2.62}
\end{align*}
$$

We note that equality in (2.61) holds when the mesh satisfies

$$
|J| \operatorname{det}\left(I+\alpha^{-1}|H(u)|\right)^{\frac{2}{n+4}}=\frac{1}{\left|\Omega_{C}\right|} \int_{\Omega_{P}} \operatorname{det}\left(I+\alpha^{-1}|H(u)|\right)^{\frac{2}{n+4}} \mathrm{~d} \mathbf{y}
$$

Comparing this with the equidistribution condition (2.22), we have

$$
\sqrt{\operatorname{det}(\mathbf{M})}=\operatorname{det}\left(I+\alpha^{-1}|H(u)|\right)^{\frac{2}{n+4}}
$$

From this and (2.60), the optimal matrix-valued monitor function to minimize the interpolation error is given by

$$
\begin{equation*}
\mathbf{M}=\operatorname{det}\left(I+\alpha^{-1}|H(u)|\right)^{-\frac{1}{n+4}}\left[I+\alpha^{-1}|H(u)|\right] \tag{2.63}
\end{equation*}
$$

Inserting (2.62) into (2.57), the interpolation error bound for a mesh satisfying (2.23) and (2.22) with optimal $\mathbf{M}$ given in (2.63) is then

$$
\begin{equation*}
\left\|e_{h}\right\|_{L^{2}\left(\Omega_{P}\right)}^{2} \leq C \alpha^{2} N^{-\frac{4}{n}}\left[\int_{\Omega_{P}} \operatorname{det}\left(I+\alpha^{-1}|H(u)|\right)^{\frac{2}{n+4}} \mathrm{~d} \mathbf{x}\right]^{\frac{n+4}{n}}+\text { h.o.t. } \tag{2.64}
\end{equation*}
$$

We now discuss how to choose $\alpha$. We first notice that conditions (2.57) and (2.62) are invariant under scaling transformations of $\mathbf{M}$ of the form $\mathbf{M} \rightarrow c \mathbf{M}$, for any positive constant $c$. Thus, if $|H(u)|$ is strictly positive definite on $\Omega_{P}$, we can take $\alpha \rightarrow 0$ in (2.63) and (2.64). This gives

$$
\begin{gather*}
\mathbf{M}=\operatorname{det}(|H(u)|)^{-\frac{1}{n+4}}|H(u)|  \tag{2.65}\\
\left\|e_{h}\right\|_{L^{2}\left(\Omega_{P}\right)}^{2} \leq C N^{-\frac{4}{n}}\left[\int_{\Omega_{P}} \operatorname{det}(|H(u)|)^{\frac{2}{n+4}} \mathrm{~d} \mathbf{x}\right]^{\frac{n+4}{n}}+\text { h.o.t. } \tag{2.66}
\end{gather*}
$$

When $|H(u)|$ vanishes locally, the monitor function cannot be defined by (2.65) since the right-hand side is not positive definite. In this case, a positive $\alpha$ should be used. Huang (2001b) suggests that $\alpha$ be defined implicitly via

$$
\begin{equation*}
\int_{\Omega_{P}} \operatorname{det}\left(I+\alpha^{-1}|H(u)|\right)^{\frac{2}{n+4}} \mathrm{~d} \mathbf{x}=2\left|\Omega_{P}\right| \tag{2.67}
\end{equation*}
$$

It is easy to show that (2.67) has a unique solution for $\alpha$. A simple iteration method such as the bisection method can be used for solving this equation. Moreover, when $\alpha$ is defined in this way, $\mathbf{M}$ is invariant for scaling transformation of $|H(u)|$. Furthermore, it is shown in Huang (2001b) that about fifty per cent of the mesh points are then concentrated in regions where
$\operatorname{det}\left(I+\alpha^{-1}|H(u)|\right)^{\frac{2}{n+4}}$ is large. Finally, the error bound reads as

$$
\begin{equation*}
\left\|e_{h}\right\|_{L^{2}\left(\Omega_{P}\right)}^{2} \leq C \alpha^{2} N^{-\frac{4}{n}} \tag{2.68}
\end{equation*}
$$

From (2.67) it is not difficult to show that, for $n \leq 4, \alpha$ is bounded as

$$
\begin{align*}
& {\left[\frac{1}{2\left|\Omega_{P}\right|} \int_{\Omega_{P}} \operatorname{det}(|H(u)|)^{\frac{2}{n+4}} \mathrm{~d} \mathbf{x}\right]^{\frac{n+4}{2 n}} \leq \alpha \leq} \\
& \quad\left[\frac{1}{n^{\frac{2 n}{n+4}}\left|\Omega_{P}\right|} \int_{\Omega_{P}}(\operatorname{trace}(|H(u)|))^{\frac{2 n}{n+4}} \mathrm{~d} \mathbf{x}\right]^{\frac{n+4}{2 n}} \tag{2.69}
\end{align*}
$$

### 2.8.3. Dynamic error

Usually when we apply a moving mesh method we are interested in solving a time-evolving PDE. This leads to additional dynamic errors (Li and Petzold 1997, Li et al. 1998) such as oscillations around rapidly evolving fronts or miscalculations of the front speed. These depend significantly on the way in which the mesh is updated and coupled to the PDE. We consider these in more detail in the next section when we look at how the moving mesh equations are coupled to the underlying PDE.

### 2.9. Monitor function smoothing and regularization

Having considered the mesh quality, we now return to further considerations of the monitor function and of mesh smoothness. Recall that for onedimensional problems it is essential that the mesh should be quasi-uniform in order to have a low truncation error. Smoothing a mesh either directly or indirectly through smoothing/averaging aims to achieve this.

### 2.9.1. The Dorfi and Drury method

A direct approach to smoothing a one-dimensional mesh derived from an equidistribution principle is proposed in Dorfi and Drury (1987), and is often called the Dorfi and Drury method. In this method, if

$$
n_{i}=\left(\Delta X_{i}\right)^{-1} \equiv\left(X_{i+1}-X_{i}\right)^{-1}
$$

then a smoother mesh is given by computing $\hat{n}_{i}$ where

$$
\begin{equation*}
\hat{n}_{i}=n_{i}-\gamma\left(n_{i+1}-2 n_{i}+n_{i-1}\right) \tag{2.70}
\end{equation*}
$$

for a suitable constant $\gamma$. A variant of this, considered in Li and Petzold (1997), is given by updating the mesh differences by

$$
\Delta \hat{X}_{i}=\sum_{j=i-p}^{i+p} \theta^{|i-j|} \Delta X_{i}
$$

for a suitable constant $0<\theta<1$. There are many other strategies for direct mesh smoothing. For example it is possible to use a posteriori estimates of the solution on the mesh to do this (Bank and Smith 1997).

### 2.9.2. Monitor function smoothing

Alternatively we can generate a smoother mesh by averaging the monitor function prior to the mesh calculation. Suppose that point values of (a scalar or matrix-valued) monitor function $M_{i, j}$ are given. A Jacobian-type strategy, also referred to as averaging or low-pass filtering in the literature, is commonly used, e.g., see Dorfi and Drury (1987), Verwer et al. (1989) and Huang and Sloan (1994). When a rectangular computational mesh is used, this smoothing can be conveniently expressed as

$$
\hat{M}_{i, j}=\frac{\sum_{k=-1}^{1} \sum_{l=-1}^{1} M_{i+k, j+l} \gamma^{|k|+|l|}}{\sum_{k=-1}^{1} \sum_{l=-1}^{1} \gamma^{|k|+|l|}}
$$

where $\gamma \in(0,1)$ is a parameter. This type of local smoothing of the monitor function can be viewed as an approximation of Laplace-operator-based smoothing:

$$
\left(I-\lambda^{-2} \Delta_{\xi}\right) \hat{M}=M
$$

where $\lambda$ is a parameter. In one dimension, Huang and Russell (1997a) show that, when $\lambda$ is chosen as a value of order $\mathcal{O}(N)$, where $N$ is the number of sub-intervals, a mesh equidistributing $\hat{M}$ is locally quasi-uniform, indeed there exists a reasonably small constant $\nu \geq 1$ such that

$$
\frac{1}{\nu} \leq \frac{X_{j+1}-X_{j}}{X_{j}-X_{j-1}} \leq \nu \quad \forall j
$$

Another interesting strategy is to use a reference Jacobian matrix (Knupp 1996, Knupp, Margolin and Shashkov 2002) where a new mesh is generated to have a close Jacobian matrix to the reference one that is typically obtained from a reference, often non-smooth mesh.

### 2.9.3. $50: 50$ meshes and the Mackenzie regularization

A recurring problem with $r$-adaptive meshes which equidistribute a poorly chosen monitor function is that they can concentrate points in areas of particular identified interest where high resolution is needed, but leave other regions sparse of points. This can lead not only to low resolution in such areas, but also to a severe lack of mesh regularity and consequent large errors caused by a too rapid mesh variation. An example of such would be the calculation of the solution of a system which is blowing up in finite time with a large peak, in which all of the mesh points are concentrated in the peak alone. Such problems can be significantly reduced if the mesh is designed so that roughly half of the points are concentrated in the areas
where high resolution is required, and half where it is not. Such meshes are called 50:50 meshes (see Budd et al. (2005), Huang (2001a), Huang et al. (2002)) and a regularization of $M$ to ensure that such meshes arise in practice has been proposed by Beckett and Mackenzie (2000). To show how such problems arise in a calculation in $n$ dimensions, suppose that we have a scalar monitor function $M$ for which $\int_{\Omega_{P}} M \mathrm{~d} x=\theta$. Consider now the situation in which there are two subsets $A$ and $B$ of $\Omega_{P}$, with $\Omega_{P}=A \cup B$ so that the monitor function is designed to concentrate points in a small region $A$ (so that $A$ may be the support of a singularity or of a front). The preimage $A^{\prime}=F^{-1}(A) \subset \Omega_{C}$ represents those points in the computational domain which are mapped to $A$, with a similar set $B^{\prime}$. Suppose now that $\left|A^{\prime}\right|$ and $\left|B^{\prime}\right|$ are the areas of these sets in $\Omega_{C}$, with respective areas $|A|$ and $|B|$ in $\Omega_{P}$. These areas measure the proportion of mesh points allocated to the corresponding sets $A$ and $B$. Note that in most applications of an adaptive method, where mesh points have to be concentrated into a small region we would expect that

$$
\begin{equation*}
\left|A^{\prime}\right|=\mathcal{O}(1), \quad|A|=\mathbf{o}(1), \quad\left|B^{\prime}\right|=\mathcal{O}(1), \quad|B| \approx\left|\Omega_{P}\right| \tag{2.71}
\end{equation*}
$$

Problems arise with mesh regularity and solution resolution away from the set $A$ if $\left|B^{\prime}\right| \ll\left|A^{\prime}\right|$. It follows immediately from the equidistribution principle that if $\theta=\int_{\Omega_{P} \equiv A \cup B} M \mathrm{~d} \mathbf{x}$ then

$$
\Lambda=\frac{\left|A^{\prime}\right|}{\left|B^{\prime}\right|}=\frac{\int_{A} M \mathrm{dx}}{\int_{B} M \mathrm{dx}}=\frac{\theta}{\int_{B} M \mathrm{dx}}-1 .
$$

Furthermore,

$$
\left|A^{\prime}\right|=\frac{\int_{A} M \mathrm{~d} \mathbf{x}}{\theta}
$$

It follows from the conditions on $A^{\prime}$ and $A$ in (2.71) that over the set $A$ we have $M \gg \theta$. However, if the monitor function is so constructed such that over the set $B$ we have $M \ll \theta$ and hence $\int_{B} M \mathrm{~d} x \ll \theta$ (so that the integral of $M$ is concentrated in $A$ ), then $\Lambda$ will be very large and the mesh will lose regularity. Indeed, we will have $\left|A^{\prime}\right| \approx 1$. Exactly such problems arose in some of the blow-up calculations reported in Budd et al. (1996). In such cases we must replace $M$ by the regularized function introduced by Beckett and Mackenzie (2000) and given by

$$
\begin{equation*}
\hat{M}=M+\frac{\theta}{\left|\Omega_{P}\right|} \tag{2.72}
\end{equation*}
$$

Observe that over the set $A$ we have $\hat{M} \approx M$, and over $B$ we have $\hat{M} \approx$ $\theta /\left|\Omega_{P}\right|$, and trivially

$$
\int_{\Omega_{P}} \hat{M} \mathrm{~d} \mathbf{x}=2 \theta
$$

Consequently, when we make use of the regularized monitor function $\hat{M}$ to define the mesh we have

$$
\left|A^{\prime}\right|=\frac{\int_{A} \hat{M} \mathrm{~d} \mathbf{x}}{2 \theta} \approx \frac{\int_{A} M \mathrm{~d} \mathbf{x}}{2 \theta} \approx \frac{1}{2}
$$

and

$$
\Lambda \approx \frac{2\left|\Omega_{P}\right|}{|B|}-1 \approx 1
$$

This gives the desired 50:50 quality to the mesh.

## 3. Location-based moving mesh methods

In this section we will look in greater detail at the various methods described in Section 2 under the general heading of location-based methods. These are those methods which determine the location (or more precisely the density) of the mesh points, typically through solving some form of nonlinear differential equation through some form of gradient flow method. The latter can be hard to solve. However, the advantage of these methods is that they tend to give meshes with good global properties, avoiding excessive skewness. We will consider in detail the various methods outlined in the previous section, such as MMPDE-based methods, variational methods and optimal transport methods.

### 3.1. MMPDE methods in one dimension

Methods based on moving mesh partial differential equations (MMPDEs) are now universally used as a means of $r$-adaptivity in one dimension, and have been incorporated into codes such as MOVCOL and AUTO. There are many different MMPDEs, which together encapsulate most of the methods used to derive adaptive meshes in one dimension.

We consider a one-dimensional map $x(\xi, t)$ from $[0,1]$ to $[a, b]$ with associated mesh points $X_{i}=x(i \Delta \xi, t)$, which equidistributes the monitor function $M$. This map satisfies the equidistribution equation

$$
\begin{equation*}
M x_{\xi}=\theta, \quad x(0, t)=a, x(1, t)=b, \quad \theta=\int_{a}^{b} M \mathrm{~d} x \tag{3.1}
\end{equation*}
$$

Lemma 3.1. The equidistribution equation (3.1) has a unique monotone increasing solution $x(\xi, t)$ for all $M>0$.

Proof. Integrating (3.1) with respect to $\xi$ and changing variables gives

$$
\begin{equation*}
\int_{a}^{x} M \mathrm{~d} x^{\prime}=\theta \xi \quad \text { or } \quad \int_{X_{i-1}}^{X_{i}} M \mathrm{~d} x=\frac{1}{N} \int_{a}^{b} M \mathrm{~d} x \tag{3.2}
\end{equation*}
$$

Now, as $M>0$ the left-hand side of this expression is a monotone increasing
function of $x$. It immediately follows that $x$ is a unique monotone increasing function of $\xi$. Observe further that this function is as smooth as the function $M$.

This simple observation makes equidistribution relatively easy in one dimension.

The most direct way to enforce equidistribution is to solve (3.1) directly. However, this has the disadvantage that it requires the calculation of the integral $\theta$. This can be avoided by a further differentiation with respect to $\xi$, and thus solving the moving mesh equation (together with boundary conditions) given by

$$
\begin{equation*}
\left(M x_{\xi}\right)_{\xi}=0, \quad x(0, t)=a, x(1, t)=b \tag{3.3}
\end{equation*}
$$

To determine an equidistributed mesh, the equation (3.3) can be discretized over the computational domain and then solved. This discretization does not have be done to high accuracy in order to obtain a regular mesh suitable for solving the underlying PDE. A typical such discretization takes the form

$$
\begin{gather*}
E_{i} \equiv \frac{2}{\Delta \xi^{2}}\left(M_{i+1 / 2}\left(X_{i+1}-X_{i}\right)-M_{i-1 / 2}\left(X_{i}-X_{i-1}\right)\right)=0 \\
M_{i+1 / 2}=\frac{1}{2}\left(M_{i}+M_{i+1}\right) \tag{3.4}
\end{gather*}
$$

However, the solution of the system (3.4) requires solving a system of nonlinear equations, which is usually difficult and requires the use of some form of iterative procedure. See Pryce (1989), Xu, Huang, Russell and Williams (2009), He and Huang (2009), Kopteva and Stynes (2001) and Kopteva (2007) for a discussion of such methods, and conditions for them to converge to a solution.

This problem can be avoided by instead introducing a natural time evolution into the mesh equations. Differentiating the equidistribution equation (3.3) with respect to time gives the (so-called) MMPDE0 (Huang et al. 1994):

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\left(M x_{\xi}\right)_{\xi}\right)=0 \tag{3.5}
\end{equation*}
$$

Instead we may also differentiate (3.1) with respect to time (Adjerid and Flaherty 1986). This leads directly to the GCL method described in the next section. The resulting equation then takes the form

$$
\begin{equation*}
\frac{\partial}{\partial \xi}\left(M x_{t}\right)+M_{t} x_{\xi}=\theta_{t} \tag{3.6}
\end{equation*}
$$

This equation can then also be differentiated with respect to $\xi$ to eliminate the $\theta$ contribution, giving MMPDE1 (Huang et al. 1994), where it is assumed that we can find $M_{t}$, although in practice this may not be easy.

Starting from any mesh (uniform or otherwise), we can evolve the mesh by solving MMPDE0 (3.5) or MMPDE1. Unfortunately, a uniform mesh does not necessarily satisfy the equidistribution equation (3.1). Furthermore, even if a mesh does exactly satisfy it at some time, solving a discretized form of (3.5) inevitably leads to meshes that drift away from an equidistributed state. Both of these can lead to problems with mesh crossing (the onedimensional version of mesh tangling) which occurs when $x_{\xi}=0$.

As an example of this, which also demonstrates the general applicability of the method, we consider solving (3.5) starting from an initially uniform mesh on $[0,1]$ for which $x_{\xi}=1$. In this calculation we will assume that we have a time-evolving monitor function $M(x, t)$ with $M(x, 0) \equiv M^{0}(x)$. It follows from integrating (3.5) with respect to $t$ and applying the initial conditions that, for all time, we have

$$
\left(M x_{\xi}\right)_{\xi}=M_{\xi}^{0}
$$

Hence, integrating again we have

$$
M x_{\xi}=M^{0}+B(t)
$$

for some function $B(t)$. This can be determined by integrating this expression with respect to $\xi$ to give

$$
M x_{\xi}=M^{0}+\theta(t)-\theta(0) .
$$

As $M^{0}>0$ it follows that if $\theta$ is increasing in time then $x_{\xi}>0$. However, if $\theta$ decreases with $t$ then it is quite possible for $x_{t}$ to vanish (initially at the point where $M^{0}$ takes its minimum value) and for mesh crossing (tangling) to result.

Such problems can be avoided (both in one and in higher dimensions) by introducing a relaxation time into the solution of (3.3). The philosophy behind doing this is that the equation (3.3) need not be solved exactly to obtain a mesh which is perfectly reasonable for any computation. What is more important is that the mesh evolves at least as fast as any significant features of the solution. Exactly the same philosophy applies to moving meshes in any number of dimensions. Thus it is possible to consider meshes which relax towards an equidistributed mesh, provided the relaxation time is smaller than the natural time scale of the solution. Ideally the relaxation time should be of a similar order to that of the solution evolution. This prevents the mesh equations becoming unnecessarily stiff. Various different forms of mesh relaxation are possible.

The most obvious way of relaxing towards an equidistributed state was proposed by Anderson and Rai (1983), who computed the mesh through a relaxation equation, based on considering pseudo-forces between the mesh points, given by

$$
\begin{equation*}
\epsilon \dot{x}=\left(M x_{\xi}\right)_{\xi}, \tag{3.7}
\end{equation*}
$$

where $\epsilon>0$ is presumed to be small. Alternatively, we can consider the original equidistribution equation in integral form. If a mesh is not exactly equidistributed then we can determine the residual

$$
R=\int_{a}^{x} M \mathrm{~d} x-\xi \int_{a}^{b} M \mathrm{~d} x
$$

If we then set $\epsilon \dot{x}=-R$ and differentiate this expression twice with respect to $\xi$, we obtain

$$
\begin{equation*}
\epsilon(\dot{x})_{\xi \xi}=-\left(M x_{\xi}\right)_{\xi} . \tag{3.8}
\end{equation*}
$$

This equation was originally derived in Adjerid and Flaherty (1986). The equations (3.7) and (3.8) are known respectively (Huang et al. 1994) as MMPDE5 and MMPDE6. We can combine them to give the (smoothed) moving mesh equation considered in Huang and Russell (1997a) (see also the discussion in Section 2), which takes the form

$$
\begin{equation*}
\epsilon\left(1-\gamma \frac{\partial^{2}}{\partial \xi^{2}}\right) \dot{x}=\left(M x_{\xi}\right)_{\xi} \tag{3.9}
\end{equation*}
$$

Here $\gamma>0$ can be chosen to give some control over the smoothness of the mesh. The equation (3.9) (and its various discretizations) is very dissipative, and leads to extremely stable meshes under most discretizations. The equation (3.9) also has natural extensions to higher dimensions, both in the context of the methods described in Huang and Russell (1997a) and Ceniceros and Hou (2001) and also in the optimal transport methods we consider later in this section. Other smoothed versions of the MMPDEs have also been considered by Huang and Russell (1997a). One of them is given by

$$
\begin{equation*}
\epsilon\left(1-\gamma \frac{\partial^{2}}{\partial \xi^{2}}\right) \frac{\partial}{\partial \xi}\left(-\left(\frac{\partial x}{\partial \xi}\right)^{-2} \frac{\partial \dot{x}}{\partial \xi}\right)=-\left(1-\gamma \frac{\partial^{2}}{\partial \xi^{2}}\right) \frac{\partial}{\partial \xi}\left(\frac{\partial x}{\partial \xi}\right) \tag{3.10}
\end{equation*}
$$

Huang and Russell (1997a) have proved that the solutions (i.e., the coordinate transformation and the mesh) to the continuous equation (3.10) using a central finite difference discretization have the properties both of local quasi-uniformity and no node-crossing.
Note. Many other MMPDEs have been derived, such as MMPDE2, given by

$$
(M \dot{x})_{\xi \xi}=-\left(M_{t} x_{\xi}\right)_{\xi}-\frac{1}{\epsilon}\left(M x_{\xi}\right)_{\xi}
$$

However, we will focus our discussion on the more widely used (3.9).
The moving mesh equation evolves a mesh towards an equidistributed state satisfying (3.3). When implementing the MMPDE method, the equation (3.9) is typically discretized over the computational space, leading to a set of ordinary differential equations for the location of the mesh points $X_{i}$.

These can then be solved using standard stiff ODE software, e.g., by using an SDIRK (singly diagonally implicit Runge-Kutta) method. A simple such semi-discretization of (3.9) is given by

$$
\begin{equation*}
\epsilon\left(\dot{X}_{i}-\gamma \frac{\dot{X}_{i+1}-2 \dot{X}_{i}+\dot{X}_{i-1}}{(\Delta \xi)^{2}}\right)=E_{i}(t) \tag{3.11}
\end{equation*}
$$

where the equidistribution measure $E_{i}(t)$ is as given in (3.4). This leads (on inversion of the simple tri-diagonal system on the right-hand side of this equation) to a simple set of ODEs for the location of the mesh points. Alternatively, a simple full discretization of (3.9) for a mesh $X_{i}^{n}$ evaluated at the time $t_{n}=n \Delta t$ is proposed in Ceniceros and Hou (2001), and takes the form

$$
\begin{align*}
& \epsilon\left(X_{i}^{n+1}-\gamma \frac{X_{i+1}^{n+1}-2 X_{i}^{n+1}+X_{i-1}^{n+1}}{(\Delta \xi)^{2}}\right)= \\
& \quad \epsilon\left(X_{i}^{n}-\gamma \frac{X_{i+1}^{n}-2 X_{i}^{n}+X_{i-1}^{n}}{(\Delta \xi)^{2}}\right)+\Delta t E_{i}^{n} \tag{3.12}
\end{align*}
$$

These equations for the mesh can then be solved together with a suitable discretization of the underlying PDE, either simultaneously or alternately. We will give more details of this procedure later in this section in the context of moving meshes in higher dimensions, but we note at this stage that the simultaneous solution method is both possible and effective in such onedimensional problems.

The method for evolving the mesh is typically implemented in two stages.
(1) Starting from an initially uniform mesh in the physical space, we evolve this to equidistribute the monitor function at the initial time over $\Omega_{P}$. To do this we set $M_{0}(x) \equiv M(x, 0)$, with $x_{\xi}=a+(b-a) \xi$, and solve (3.46) with $M$ fixed to equal the function $M_{0}$, with $\epsilon=1$ for $0<t<T$, where $T$ is a fixed time. In this first calculation $t$ is an artificial time during which the uniform mesh evolves toward an equidistributed mesh for which the right-hand side of (3.9) is zero. It follows from the earlier results that, provided $M_{0}>0$, such a mesh exists, and we show presently that it is stable. In this initial calculation the right-hand side of (3.9) is initially relatively large, and taking $\epsilon=1$ prevents the numerical calculation of the solution of the ODEs for the mesh point locations from being unnecessarily stiff. The value of $T$ is chosen large enough to allow the mesh to relax toward the equidistributed state.
(2) We then solve (3.9) with the true time-dependent monitor function $M(x, t)$, with $t$ now actual time. For this calculation we typically set $\epsilon=0.01$. We show presently that the resulting mesh is then $\epsilon$-close to a mesh which exactly equidistributes $M(x, t)$, provided that $M$ does not
change too rapidly with time. As this procedure starts from a mesh which exactly equidistributes $M(\mathbf{X}, 0)$, the right-hand side of (3.9) is always close to zero and the resulting differential equations are not especially stiff.

Observe that this algorithm has the convenience of starting from a uniform mesh. This is a significant advantage over methods based on (3.5), or related methods such as the GCL method described in Section 4.

We will discuss later in this section the exact mechanism by which this algorithm for moving the mesh is coupled to the solution method for the underlying PDE.

This procedure has been criticized (for example, see Tang (2005)) for being imprecise about the way that $\epsilon$ is defined and the possibility of having to solve a very stiff system of equations. However, it can be given a very precise meaning. In the second stage of this calculation we are trying to find a mesh which is close to an equidistributed mesh. The natural time scale $\tau$ over which this mesh evolves is given simply by

$$
\begin{equation*}
\tau \approx \frac{\epsilon}{M} \tag{3.13}
\end{equation*}
$$

The key factor governing the choices of both $\epsilon$ and $M$ is then to ensure that $\tau$ is smaller than but of the same order as the natural evolutionary time scale of the underlying PDE. In Section 5 we will show that in the context of PDEs with a strong scaling structure, this allows a natural choice to be made for both $\epsilon$ and $M$.

We now substantiate some of the claims made above, as well as stating another important property of the solutions of the moving mesh PDE (3.9).

## Theorem 3.2.

(i) If $M_{t}=0$, then the equidistributed mesh is a solution of (3.9) and is linearly stable.
(ii) If $M_{t}=\mathcal{O}(1)$, then an initially $\epsilon$-close to equidistributed solution of (3.9) remains $\epsilon$-close for all subsequent times.
(iii) At all times the solution of (3.9) satisfies $x_{\xi}>0$, so that mesh crossing (tangling) does not occur.

Note. This applies for exact solutions of (3.9). If an overly coarse discretization is used to approximate these solutions then (iii) above may be violated (Smith 1996).

Proof. (i) Let $\hat{x}$ be an equidistributed mesh satisfying $\left(M(\hat{x}) \hat{x}_{\xi}\right)_{\xi}=0$, with $\hat{x}_{t}=M_{t}=0$. It follows immediately that $\epsilon\left(\dot{\hat{x}}-\gamma \dot{\hat{x}}_{\xi \xi}\right)=\left(M \hat{x}_{\xi}\right)_{\xi}$ so that $\hat{x}$ satisfies the equidistribution equation. Now set $x=\hat{x}+R(\xi, t)$ with
$R \ll 1$ and $R(a)=R(b)=0$. To leading order, $R$ satisfies the equation

$$
\epsilon\left(\dot{R}-\gamma R_{\xi \xi}\right)=\left(M R_{\xi}\right)_{\xi}+\left(M_{x} x_{\xi} R\right)_{\xi}=\left(M R_{\xi}+M_{\xi} R\right)_{\xi}=(M R)_{\xi \xi}
$$

Therefore

$$
\begin{equation*}
\epsilon \dot{R}=\left(1-\gamma \partial_{\xi}^{2}\right)^{-1}(M R)_{\xi \xi} \equiv G(M R)_{\xi \xi} \tag{3.14}
\end{equation*}
$$

Here $G$ is a positive compact operator and, as $M>0, E R \equiv\left(M R_{\xi \xi}\right)$ is a uniformly elliptic operator with a negative real spectrum. It follows that $R$ must decay to zero. Hence the equidistributed solution is locally stable.
(ii) To prove this result, consider a slowly varying monitor function $M(x, t)$ and an exact solution $\hat{x}$ of the equidistribution equation $\left(M \hat{x}_{\xi}\right)_{\xi}=0$. If $x=\hat{x}+\epsilon R$ is a solution of (3.9) then, extending the calculation in (3.14), we see that $R$ satisfies the equation

$$
\epsilon\left(\dot{x}-\gamma \dot{x}_{\xi \xi}\right)+\mathcal{O}\left(\epsilon^{2}\right)=\epsilon(M R)_{\xi \xi}+\mathcal{O}\left(\epsilon^{2}\right)
$$

Hence, we have

$$
(M R)_{\xi \xi}=\dot{\hat{x}}-\gamma \dot{\hat{x}}_{\xi \xi}+\mathcal{O}(\epsilon)
$$

But as $\left(M \hat{x}_{\xi}\right)_{\xi}=0$, we have

$$
\left(M \dot{\hat{x}}_{\xi}\right)_{\xi}=-\left(M_{t} \hat{x}_{\xi}\right)_{\xi} .
$$

As the operator $E \phi \equiv(M \phi)_{\xi \xi}$ is uniformly elliptic, it follows that provided $\dot{M}$ is of order one, then $\dot{\hat{x}}$ and hence $R$ and its derivatives are also of order one. Consequently, the solution $x$ of (3.9) stays $\epsilon$-close to the solution of the equidistribution equation.
(iii) To show this we need to show that $x_{\xi}$ cannot vanish. This result is a consequence of the maximum principle. In the case when $\gamma=0$, we have, on differentiating (3.9), that

$$
\dot{x}_{\xi}=M_{\xi \xi} x_{\xi}+2 M_{\xi} x_{\xi \xi}+M x_{\xi \xi \xi}
$$

Suppose that $x_{\xi}$ is initially positive everywhere, and as $x$ evolves it vanishes for a first time at (without loss of generality) the point $\xi=0$. Then locally close to this point we have $x_{\xi}=a \xi^{2}+\mathcal{O}\left(\xi^{3}\right)$ for some $a>0$. Hence

$$
\dot{x}_{\xi}=a \xi^{2} M_{\xi \xi}+2 a \xi M_{\xi}+a M+\mathcal{O}(\xi)
$$

Thus $\dot{x}_{\xi}>0$ at this point and time. Hence $x_{\xi}$ must remain positive. The more general result follows from the positivity of the compact operator $G$.

### 3.1.1. Coupling a one-dimensional MMPDE method to a PDE

In one dimension, MMPDE methods can be very effectively coupled to an underlying PDE system by using a variety of different methods, including finite difference, finite element, collocation and spectral methods. The
mesh equations and the PDE equations can then be solved together or alternately. We will discuss this in more detail presently in the context of moving mesh methods in higher dimensions, but it is appropriate to make some preliminary remarks here.

### 3.1.2. Finite difference methods

To motivate the discussion of appropriate discretizations, we assume that the underlying PDE system takes the form

$$
\begin{equation*}
\mathbf{u}_{t}=f\left(t, x, \mathbf{u}, \mathbf{u}_{x}, \mathbf{u}_{x x}\right) \tag{3.15}
\end{equation*}
$$

If $x(\xi, t)$ is itself a time-dependent function of a computational variable $\xi$ then (3.15) can be cast into the Lagrangian form in the moving coordinate system given by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{u}}{\mathrm{~d} t}=\mathbf{f}\left(t, x, \mathbf{u}, \mathbf{u}_{x}, \mathbf{u}_{x x}\right)+\mathbf{u}_{x} x_{t} \tag{3.16}
\end{equation*}
$$

The MMPDE governing the mesh motion gives a direct value for $x_{t}$. A method effective for solving (3.16) (in one-dimensional problems) is to use a semi-discretization. In this approach we discretize the differential equation (3.16) in the computational coordinates together with a similar discretization of the MMPDE (3.9). In such a semi-discretization we set

$$
X_{i}(t) \approx x(i \Delta \xi, t) \quad \text { and } \quad U_{i}(t) \approx u\left(X_{i}(t), t\right)
$$

As a simple example of the use of a finite difference method we can then take

$$
\begin{equation*}
u_{x} \approx \frac{U_{i+1}-U_{i-1}}{X_{i+1}-X_{i-1}} \quad \text { and } \quad u_{x x} \approx \frac{\frac{U_{i+1}-U_{i}}{X_{i+1}-X_{i}}-\frac{U_{i}-U_{i-1}}{X_{i}-X_{i-1}}}{\frac{X_{i+1}-X_{i-1}}{2}} \tag{3.17}
\end{equation*}
$$

These discretizations can then be substituted into (3.16) and the resulting set of ODEs for $X_{i}$ and $U_{i}$ solved along with one of the discretizations of (3.9). We discuss presently, and in more detail, the various alternating and simultaneous approaches for discretizing in time and then solving the resulting combined system.

On a static mesh, the truncation errors in calculating these finite difference approximations were given in the expressions (2.49) and (2.52). Provided that the stretching condition (2.10) is satisfied, then these errors are of second order.

We note, however, that additional errors may arise from the additional convective terms arising from the mesh movement, in particular the term

$$
\begin{equation*}
\mathbf{u}_{x} x_{t} \tag{3.18}
\end{equation*}
$$

arising in (3.16). This additional term leads to both theoretical and practical difficulties in applying the moving mesh methods. From a theoretical
perspective it is very possible that certain desirable properties of the equation (3.15) (such as symmetries, Hamiltonian structure and/or conservation laws) may not be inherited by the Lagrangian form (3.16). A practical difficulty, observed by Li et al. (1998), arises from certain discretizations of (3.18). In particular it was shown in this paper that it is possible that these can lead to instabilities and degrade the accuracy of the calculation. For example, if a centred finite difference approximation is used to discretize $u_{x}$, then from the expression (2.52) we have an additional truncation error given to leading order by (Li et al. 1998)

$$
\begin{equation*}
\dot{x} \frac{\Delta_{i}^{2}}{2}\left[\frac{x_{\xi \xi}}{x_{\xi}^{2}} u_{x x}+\frac{1}{3} u_{x x x}\right] \tag{3.19}
\end{equation*}
$$

It was observed in Li et al. (1998) that as $x_{\xi \xi}$ can be negative and $\dot{X}$ large, then the term $X_{\xi \xi} u_{x x} / x_{\xi^{2}}$ can be anti-diffusive (even dominating the diffusive terms in the underlying PDE), and hence destabilizing, and also potentially quite large. It was considered in Li et al. (1998) that this contributed to some large errors and instabilities arising in their calculation of the front solutions to Fisher's equation. Such problems were also observed in calculations of the nonlinear Schrödinger equation reported in Ceniceros (2002). Various strategies can be used to overcome such problems. These include increasing the mesh density in the unstable (wave front) region (Qiu and Sloan 1998), using a higher-order upwind strategy such as an ENO or Roe scheme (Li and Petzold 1997, Li et al. 1998) or a higher-order (fourthorder) centred difference scheme (Ceniceros 2002). (Alternatively, a static rezoning method can be used, as discussed in the next subsections.) An alternative strategy in one dimension is to use collocation, which deals with errors on non-uniform meshes very effectively, and we now describe this.

### 3.1.3. Collocation methods

Spline collocation gives a powerful method of discretizing the underlying partial differential equation in the physical domain, which has significant advantages over finite difference and finite element methods. In particular, it affords a continuous representation of the solution and its derivatives, provides a higher order of convergence, easily handles boundary conditions, and gives errors independent of local mesh grading, so that by using collocation we are able to avoid the problem of approximating high-order derivatives over a widely non-uniform mesh (Saucez, Vande Vouwer and Zegeling 2005). It also discretizes the PDE in the physical domain $\Omega_{P}$ and avoids the problems with the additional advective terms for the mesh movement described in Section 3.1.2. A very effective spline collocation discretization procedure coupled to various possible MMPDEs is adopted in the moving mesh collocation code MOVCOL, described in Huang and Russell (1996) (with
extensions to higher-order systems using higher-degree Hermite polynomials, given in the code MOVCOL4 (Russell et al. 2007)) and this package has been used in many tests of adaptive methods in one dimension: see, for example, Huang and Russell (1996) and Budd et al. (1999a). Spline collocation methods for second-order PDEs (see Ascher, Christiansen and Russell (1981)) typically use a basis of third-degree cubic Hermite polynomials to give a piecewise smooth approximation $\mathbf{U}(x, t)$ over a series of $N$ intervals $x \in\left[X_{i}(t), X_{i+1}(t)\right]$ to the solution $\mathbf{u}(x, t)$ of the underlying partial differential equation and its associated boundary conditions The collocation points are then chosen to be the Gauss points within the intervals. The interval points are precisely the mesh points moved by solving the MMPDE. The physical solution $u(x, t)$ is approximated on the moving mesh by the piecewise cubic Hermite polynomial

$$
\begin{align*}
\mathbf{U}(x, t)= & \mathbf{U}_{i}(t) \phi_{1}\left(s^{(i)}\right)+\mathbf{U}_{x, i}(t) H_{i}(t) \phi_{2}\left(s^{(i)}\right) \\
& +\mathbf{U}_{i+1}(t) \phi_{3}\left(s^{(i)}\right)+\mathbf{U}_{x, i+1}(t) H_{i}(t) \phi_{4}\left(s^{(i)}\right) \tag{3.20}
\end{align*}
$$

for $x \in\left[X_{i}(t), X_{i+1}(t)\right], i=1,2, \ldots, N-1$, where $\mathbf{U}_{i}(t)$ and $\mathbf{U}_{x, i}(t)$ denote the approximations to $\mathbf{u}\left(X_{i}(t), t\right)$ and $\mathbf{u}_{x}\left(X_{i}(t), t\right)$, respectively. The local coordinate $s^{(i)}$ is defined by

$$
\begin{equation*}
s^{(i)}:=\left(x-X_{i}(t)\right) / H_{i}(t), \quad H_{i}(t):=X_{i+1}(t)-X_{i}(t) \tag{3.21}
\end{equation*}
$$

and the piecewise cubic shape functions are defined by

$$
\begin{array}{ll}
\phi_{1}(s):=(1+2 s)(1-s)^{2}, & \phi_{2}(s):=s(1-s)^{2} \\
\phi_{3}(s):=(3-2 s) s^{2}, & \phi_{4}(s):=(s-1) s^{2} . \tag{3.22}
\end{array}
$$

For $x \in\left[X_{i}(t), X_{i+1}(t)\right], i=1, \ldots, N-1$, we then have

$$
\begin{align*}
\mathbf{U}_{x}(x, t)= & \frac{1}{H_{i}}\left(\mathbf{U}_{i} \frac{\mathrm{~d} \phi_{1}}{\mathrm{~d} s}+\mathbf{U}_{x, i} H_{i} \frac{\mathrm{~d} \phi_{2}}{\mathrm{~d} s}+\mathbf{U}_{i+1} \frac{\mathrm{~d} \phi_{3}}{\mathrm{~d} s}+\mathbf{U}_{x, i+1} H_{i} \frac{\mathrm{~d} \phi_{4}}{\mathrm{~d} s}\right)  \tag{3.23}\\
\mathbf{U}_{x x}(x, t)= & \frac{1}{H_{i}^{2}}\left(\mathbf{U}_{i} \frac{\mathrm{~d}^{2} \phi_{1}}{\mathrm{~d} s^{2}}+\mathbf{U}_{x, i} H_{i} \frac{\mathrm{~d}^{2} \phi_{2}}{\mathrm{~d} s^{2}}+\mathbf{U}_{i+1} \frac{\mathrm{~d}^{2} \phi_{3}}{\mathrm{~d} s^{2}}+\mathbf{U}_{x, i+1} H_{i} \frac{\mathrm{~d}^{2} \phi_{4}}{\mathrm{~d}^{2} s}\right),  \tag{3.24}\\
\mathbf{U}_{t}(x, t)= & \frac{\mathrm{d} \mathbf{U}_{i}}{\mathrm{~d} t} \phi_{1}+\left(\frac{\mathrm{d} \mathbf{U}_{x, i}}{\mathrm{~d} t} H_{i}+\mathbf{U}_{x, i} \frac{\mathrm{~d} H_{i}}{\mathrm{~d} t}\right) \phi_{2} \\
& +\frac{\mathrm{d} \mathbf{U}_{i+1}}{\mathrm{~d} t} \phi_{3}+\left(\frac{\mathrm{d} \mathbf{U}_{x, i+1}}{\mathrm{~d} t} H_{i}+\mathbf{U}_{x, i+1} \frac{\mathrm{~d} H_{i}}{\mathrm{~d} t}\right) \phi_{4} \\
& -\mathbf{U}_{x}(x, t)\left(\frac{\mathrm{d} X_{i}}{\mathrm{~d} t}+s^{(i)} \frac{\mathrm{d} H_{i}}{\mathrm{~d} t}\right) \tag{3.25}
\end{align*}
$$

where $\phi_{j},\left(\mathrm{~d} \phi_{j} / \mathrm{d} s\right)$ and $\left(\mathrm{d}^{2} \phi_{j} / \mathrm{d}^{2} s\right), j=1, \ldots, 4$, are functions of $s^{(i)}$. These expressions for $U$ and its derivatives can then be directly substituted into (3.15), and the expression

$$
\mathbf{U}_{t}=\mathbf{f}\left(t, x, \mathbf{U}, \mathbf{U}_{x}, \mathbf{U}_{x x}\right)
$$

evaluated at the two Gauss points $X_{i j}=X_{i}+s_{j} H_{i}, j=1$, 2 , where

$$
s_{1}=\frac{1}{2}\left(1-\frac{1}{\sqrt{3}}\right), \quad s_{2}=\frac{1}{2}\left(1+\frac{1}{\sqrt{3}}\right)
$$

This, when coupled to the boundary conditions of the underlying PDE, leads to a set of ordinary differential equations for $\mathbf{U}_{i}, \mathbf{U}_{i, x}$ which can then be coupled directly to the ODEs for the moving mesh given, for example, by (3.11). In certain circumstances, such as when the underlying PDE has a conservation form, it is also possible for the collocation scheme to satisfy an analogous discrete conservation law. This procedure is implemented in MOVCOL and is described in detail in Huang and Russell (1996) The resulting ODEs are somewhat stiff, and are typically solved using an appropriate stiff solver such as an SDIRK (singly diagonally implicit Runge-Kutta) or a BDF (backward differentiation formula) method. In MOVCOL they are solved using a BDF method in the code dassl (Petzold 1982).

### 3.1.4. Spectral methods

Spectral methods provide an attractive alternative to finite difference and finite element methods for numerical solution of PDEs. They involve approximation by global basis functions, such as trigonometric or algebraic polynomials. For problems with smooth solutions the convergence rate of spectral methods is faster than algebraic, as the number of grid points increases, and the significance of this so-called spectral convergence is that a specified accuracy can usually be achieved using fewer grid points than would be required by the algebraically convergent finite difference or finite element approaches. However, if a solution has a steep region such as a boundary layer or an interior layer, spectral methods will achieve high accuracy only if the number of grid points is sufficiently high to permit resolution of the localized phenomena. To overcome this difficulty, a common approach is to apply a coordinate transformation that is designed to smooth out regions of high gradient. Such a transformation can be generated numerically and adaptively through a moving mesh method. Another benefit of using a moving mesh method is that PDEs can be conveniently discretized on the computational domain where a rectangular or cubic mesh is often used. Adaptivity of this type has proved successful, producing highly accurate solutions to problems that have steep, smooth solutions using a reasonably small number of grid points, although some care must be taken that the numerically generated coordinate transformation should be made sufficiently
smooth to avoid possible deterioration of accuracy: see, e.g., Mulholland, Huang and Sloan (1998), Wang and Shen (2005), Feng, Yu, Hu, Liu, Du and Chen (2006) and Tee and Trefethen (2006). While preliminary results are promising, much further investigation is needed to determine the full potential of these adaptive spectral methods.

### 3.2. MMPDEs and variational methods in $n$ dimensions

### 3.2.1. Description of some variational-based methods

In the variational and MMPDE approaches of mesh adaptation in $n$ dimensions, briefly described in Section 2, adaptive meshes are also generated as images of a computational mesh under a coordinate transformation from the computational domain to the physical domain. Such a coordinate transformation is determined by an adaptation functional, which is commonly designed to measure the difficulty in the numerical approximation of the physical solution. The functional often involves mesh properties and employs a monitor function to control mesh quality and mesh concentration. The key to the development of variational and MMPDE methods is the formulation of the adaptation functional. Direct-use standard-error estimates are often not appropriate since they often lead to non-convex functionals in two and higher dimensions. Instead, most of the existing methods have been developed based on physical, geometric, mesh quality control, and/or other considerations.

The functional can be formulated in terms of either the coordinate transformation $\mathbf{x}=\mathbf{F}(\boldsymbol{\xi}, t)$ or its inverse transformation $\boldsymbol{\xi}=\mathbf{F}^{-1}(\mathbf{x}, t)$. The latter has been used more commonly than the former because it is less likely to produce mesh tangling for non-convex domains (e.g., see Dvinsky (1991)). In the latter case, the adaptation functional takes the general form

$$
\begin{equation*}
I(\boldsymbol{\xi})=\int_{\Omega_{P}} G\left(\mathbf{M}, \boldsymbol{\xi}, \boldsymbol{\nabla} \xi_{i}\right) \mathrm{d} \mathbf{x}, \quad i=1, \ldots, n \tag{3.26}
\end{equation*}
$$

where $G$ is a continuous function of its arguments, $\mathbf{M}$ is the (scalar or matrix-valued) monitor function, and $\boldsymbol{\nabla}$ is the gradient operator with respect to the physical coordinate $\mathbf{x}$. Once a functional has been defined, an MMPDE can be obtained as described in (2.26) as the gradient flow equation of the functional (Huang and Russell 1997b, 1999), i.e.,

$$
\begin{equation*}
\frac{\partial \xi_{i}}{\partial t}=-\frac{P}{\epsilon} \frac{\partial I}{\partial \xi_{i}}, \quad i=1, \ldots, n \tag{3.27}
\end{equation*}
$$

where $P$ is a positive differential operator and $\epsilon>0$ is a parameter for adjusting the time scale of mesh movement. For the general form (3.26), this becomes

$$
\begin{equation*}
\frac{\partial \xi_{i}}{\partial t}=\frac{P}{\epsilon}\left(\nabla \cdot \frac{\partial G}{\partial\left(\boldsymbol{\nabla} \xi_{i}\right)}-\frac{\partial G}{\partial \xi_{i}}\right), \quad i=1, \ldots, n \tag{3.28}
\end{equation*}
$$

For example, Winslow's variable diffusion method (Winslow 1981), as described in Section 2, takes this form with

$$
\begin{equation*}
I(\boldsymbol{\xi})=\frac{1}{2} \int_{\Omega_{P}} \frac{1}{w} \sum_{i}\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \boldsymbol{\nabla} \xi_{i} \mathrm{~d} \mathbf{x} \tag{3.29}
\end{equation*}
$$

where $w$ is the weight function prescribed by the user. We can also consider the generalized version of this method described in Huang and Russell (1997b, 1999), given by

$$
\begin{equation*}
I(\boldsymbol{\xi})=\frac{1}{2} \int_{\Omega_{P}} \sum_{i}\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \xi_{i} \mathrm{~d} \mathbf{x} \tag{3.30}
\end{equation*}
$$

where $\mathbf{M}$ is a matrix-valued monitor function in $d$ dimensions. (Obviously, (3.30) reduces to (3.29) when $\mathbf{M}=w I$.)

Since $\boldsymbol{\xi}=\boldsymbol{\xi}(\mathbf{x}, t)$ does not explicitly define the location of mesh points, a mesh equation for $\mathbf{x}(\boldsymbol{\xi}, t)$ is commonly used in actual computation. Such an equation can be obtained by interchanging the dependent and independent variables in (3.27) or (3.28) and in the case of the variational principle (3.30) in two dimensions, we obtain the following MMPDE:

$$
\begin{align*}
& \frac{\partial}{\partial t}\binom{x}{y}=- \frac{1}{\epsilon|J| \sqrt{\operatorname{det}(\mathbf{M})}}\binom{x_{\xi}}{y_{\xi}}\left\{\frac{\partial}{\partial \xi}\left[\frac{1}{|J| \operatorname{det}(\mathbf{M})}\binom{x_{\eta}}{y_{\eta}}^{T} \mathbf{M}\binom{x_{\eta}}{y_{\eta}}\right]\right. \\
&\left.-\frac{\partial}{\partial \eta}\left[\frac{1}{|J| \operatorname{det}(\mathbf{M})}\binom{x_{\eta}}{y_{\eta}}^{T} \mathbf{M}\binom{x_{\xi}}{y_{\xi}}\right]\right\} \\
&- \frac{1}{\epsilon|J| \sqrt{\operatorname{det}(\mathbf{M})}}\binom{x_{\eta}}{y_{\eta}}\left\{-\frac{\partial}{\partial \xi}\left[\frac{1}{|J| \operatorname{det}(\mathbf{M})}\binom{x_{\xi}}{y_{\xi}}^{T} \mathbf{M}\binom{x_{\eta}}{y_{\eta}}\right]\right. \\
&\left.\quad+\frac{\partial}{\partial \eta}\left[\frac{1}{|J| \operatorname{det}(\mathbf{M})}\binom{x_{\xi}}{y_{\xi}}^{T} \mathbf{M}\binom{x_{\xi}}{y_{\xi}}\right]\right\} \tag{3.31}
\end{align*}
$$

This MMPDE can be easily discretized to move the mesh. For details of this derivation, and a series of computations using it, see Huang (2001a). Most of these variational methods can be straightforwardly extended from two dimensions to $n$ dimensions.

A disadvantage of all of the above-mentioned methods, such as the MMPDEs given in (3.31), is that the computations have to be done on a highly nonlinear system. Ceniceros and Hou (2001) also consider a variational principle using a scalar monitor function, but this time in the computational domain. After certain further simplifications this leads (in two dimensions) to the equations

$$
\begin{equation*}
\nabla_{\boldsymbol{\xi}} \cdot\left(M \nabla_{\boldsymbol{\xi}} x\right)=0, \quad \nabla_{\boldsymbol{\xi}} \cdot\left(M \nabla_{\boldsymbol{\xi}} y\right)=0 \tag{3.32}
\end{equation*}
$$

Now all derivatives are expressed in terms of the computational variables so that $\nabla_{\boldsymbol{\xi}}=\left(\partial_{\xi}, \partial_{\eta}\right)^{T}$, and the monitor function is considered as a function
of the computational coordinates, i.e., $M=M(\xi, \eta)$. A relaxation method is proposed by Ceniceros and Hou (2001) to solve (3.32), which leads to a set of moving mesh PDEs of the form

$$
\begin{equation*}
x_{\tau}=\nabla_{\xi} \cdot\left(M \nabla_{\xi} x\right), \quad y_{\tau}=\nabla_{\xi} \cdot\left(M \nabla_{\xi} y\right) \tag{3.33}
\end{equation*}
$$

This system is significantly simpler than (3.31) and can be easily discretized. The above equation, when discretized, is rather stiff and can also benefit from a degree of mesh smoothing. A low-pass filter smoothing is applied to the monitor function by Ceniceros and Hou (2001). Smoothing can also be applied directly to the mesh itself, e.g.,

$$
\begin{equation*}
\left(1-\gamma \Delta_{\boldsymbol{\xi}}\right) x_{\tau}=\nabla_{\boldsymbol{\xi}} \cdot\left(M \nabla_{\boldsymbol{\xi}} x\right), \quad\left(1-\gamma \Delta_{\boldsymbol{\xi}}\right) y_{\tau}=\nabla_{\boldsymbol{\xi}} \cdot\left(M \nabla_{\boldsymbol{\xi}} y\right) \tag{3.34}
\end{equation*}
$$

where $\gamma>0$ is related to $M$ (typically, if a time step of $\Delta t$ is used then $\gamma=\Delta t \max (M))$. We note that in one dimension this system is exactly that given by (3.9). The MMPDE method (3.34) in discretized form has been used with success in a number of different applications, including Tang (2005), Zegeling (2007), Ceniceros (2002) and some of the examples in Section 5.

The harmonic map method of Dvinsky (1991) given in (2.34) uses the functional

$$
\begin{equation*}
I(\boldsymbol{\xi})=\frac{1}{2} \int_{\Omega_{P}} \sqrt{\operatorname{det}(\mathbf{M})} \sum_{i}\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \mathbf{M}^{-1} \boldsymbol{\nabla} \xi_{i} \mathrm{~d} \mathbf{x} \tag{3.35}
\end{equation*}
$$

while the method of Brackbill and Saltzman (1982) (cf. (2.35)) takes the form

$$
\begin{align*}
I(\boldsymbol{\xi})=\theta_{a} \int_{\Omega_{P}} w|J| \mathrm{d} \mathbf{x}+\theta_{s} & \int_{\Omega_{P}} \sum_{i}\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \boldsymbol{\nabla} \xi_{i} \mathrm{~d} \mathbf{x}  \tag{3.36}\\
& +\theta_{o} \int_{\Omega_{P}} \sum_{i \neq j}\left(\left(\boldsymbol{\nabla} \xi_{i}\right)^{T} \boldsymbol{\nabla} \xi_{j}\right)^{2} \mathrm{~d} \mathbf{x}
\end{align*}
$$

Following Winslow (1967), Thompson et al. (1985) use a system of elliptic differential equations for generating body-fitted, adaptive meshes. They propose using the Poisson equations

$$
\nabla^{2} \xi_{i}=P_{i}(\mathbf{x})
$$

to control the mesh concentration and direction, where $P_{i}, 1 \leq i \leq d$, are control functions. The system can be interpreted as the Euler-Lagrange equation of the quadratic functional

$$
\begin{equation*}
I(\boldsymbol{\xi})=\int_{\Omega_{P}} \sum_{i}\left(\left|\boldsymbol{\nabla} \xi_{i}\right|^{2}-P_{i} \xi_{i}\right) \mathrm{d} \mathbf{x} \tag{3.37}
\end{equation*}
$$

Knupp and his co-workers (Knupp 1995, Knupp 1996, Knupp and Robidoux 2000, Knupp et al. 2002) determine the coordinate transformation
such that its Jacobian matrix is as close as possible to a reference Jacobian matrix in the least-squares sense. One of the functionals they use is

$$
\begin{equation*}
I(\xi)=\int_{\Omega_{P}}\left\|\frac{\partial \xi}{\partial x}-K\right\|_{F}^{2} \mathrm{~d} s \tag{3.38}
\end{equation*}
$$

where $\|\cdot\|_{F}$ is the Frobenius norm and $K=K(\mathbf{x})$ is the user-prescribed, reference Jacobian matrix. A detailed discussion on how to choose the matrix $K$ is given in Knupp (1996); see also Knupp and Robidoux (2000) for a broader discussion on algebraic properties of the Jacobian matrix.

The method of Huang (2001b) given in Section 2 (cf. (2.40)) augments the above variational principles with an additional contribution based on mesh quality control of equidistribution alignment, and orientation. The choice of the monitor function $\mathbf{M}$ in this method, based on interpolation error estimates, was extensively studied in Huang and Sun (2003) and Huang (2005a). The idea of mesh quality control was also used by Branets and Carey (2003) in developing their grid-smoothing variational method.

### 3.2.2. Examples of meshes generated

We now consider using certain of these methods described above to generate a series of meshes. In Section 3.3 we compare these results to the meshes generated by using an optimal transport algorithm.

Example 1. This example is to generate adaptive meshes for a given weight function,
$w(x, y)=1+10 \exp \left(-50\left(y-\frac{1}{2}-\frac{1}{4} \sin (2 \pi x)\right)^{2}\right), \quad$ in $\Omega \equiv(0,1) \times(0,1)$.
The monitor function is chosen to be $\mathbf{M}=w I$. Adaptive meshes are shown in Figure 3.1 using the harmonic mapping method, Winslow's method and the variational method with alignment control given in (2.40) with $\theta=0.1$ ).
Example 2. In this example we generate adaptive moving meshes for the weight function

$$
\begin{aligned}
w(x, y, t)=1+10 \exp (-50 \mid & \left(x-\frac{1}{2}-\frac{1}{4} \cos (2 \pi t)\right)^{2} \\
& \left.\left.+\left(y-\frac{1}{2}-\frac{1}{4} \sin (2 \pi t)\right)^{2}-\left(\frac{1}{10}\right)^{2} \right\rvert\,\right)
\end{aligned}
$$

The monitor function is chosen as $\mathbf{M}=w I$. Adaptive meshes obtained using MMPDEs based on the methods in Example 1 are shown in Figures 3.2, 3.3 , and 3.4.


Figure 3.1. Example 1. Adaptive moving meshes obtained by the harmonic mapping method, Winslow's method, and the method based on equidistribution and alignment control (2.40) $(\theta=0.1)$.


Figure 3.2. Example 2. Adaptive moving meshes obtained by MMPDEs based on the harmonic mapping method. The circles shown in this and the following figures indicate the locations where the mesh concentration is anticipated.


Figure 3.3. Example 2. Adaptive moving meshes obtained by MMPDEs based on Winslow's method.


Figure 3.4. Example 2. Adaptive moving meshes obtained by MMPDEs based on the method with equidistribution and alignment control (2.40) $(\theta=0.1)$.

Example 3. This example generates an adaptive mesh for a given analytical solution

$$
\begin{aligned}
u(x, y)= & \tanh \left(30\left(x^{2}+y^{2}-\frac{1}{8}\right)\right) \\
& +\tanh \left(30\left((x-0.5)^{2}+(y-0.5)^{2}-\frac{1}{8}\right)\right) \\
& +\tanh \left(30\left((x-0.5)^{2}+(y+0.5)^{2}-\frac{1}{8}\right)\right) \\
& +\tanh \left(30\left((x+0.5)^{2}+(y-0.5)^{2}-\frac{1}{8}\right)\right) \\
& +\tanh \left(30\left((x+0.5)^{2}+(y+0.5)^{2}-\frac{1}{8}\right)\right)
\end{aligned}
$$

defined in $[-2,2] \times[-2,2]$. An adaptive mesh with a monitor function is based on isotropic and anisotropic estimates error in interpolating this function. This is expected to concentrate around five circles. Results are shown in Figure 3.5.

Example 4. This example generates a three-dimensional adaptive mesh for

$$
u(x, y, z)=\tanh \left(100\left((x-0.5)^{2}+(y-0.5)^{2}+(z-0.5)^{2}\right)-0.0625\right)
$$

defined in the unit cube. An adaptive mesh with a monitor function is based on the error in interpolating this function. This is expected to concentrate near the sphere centred at $(0,0,0)$ with radius 0.25 . Results are shown in Figure 3.6.

### 3.3. Optimal transport methods

### 3.3.1. Derivation of the optimal transport equations

Optimal transport methods are a very natural generalization of MMPDE methods in one dimension, that retain much of the simplicity of the onedimensional approach (such as always solving scalar equations and automatic calculation of the mesh on a boundary) whilst being general enough to deliver meshes of provable mesh quality (with many of the proofs following directly from the one-dimensional case). They have the disadvantage of being less flexible than some of the moving mesh methods described above. However, in practice they can give very regular meshes for a wide range of possible monitor functions. The key idea behind an optimal mesh is that it should be one which is closest to a uniform mesh in a suitable norm, consistent with satisfying the equidistribution principle. The simplest such


Figure 3.5. Example 3. Adaptive meshes of size $N=81 \times 81$ obtained using the variational method (2.40) $(\theta=0.1)$ for different monitor functions based on isotropic and anisotropic interpolation error estimates.

(a) Winslow's type; $(k, m)=(1,1)$

(b) Winslow's type; $(k, m)=(1,1)$

Figure 3.6. Example 4. An adaptive mesh of size $N=65 \times 65 \times 65$ obtained using the variational method $(2.40)(\theta=0.1)$ for a monitor function based on interpolation error. (a) Cut-away plot of the mesh. (b) Plane projection of slice at $K_{z}=32$ of the mesh in (a).
norm is the least-squares norm given by

$$
\begin{equation*}
I=\int_{\Omega_{C}}|\mathbf{F}(\boldsymbol{\xi}, t)-\boldsymbol{\xi}|^{2} \mathrm{~d} \boldsymbol{\xi} \tag{3.39}
\end{equation*}
$$

Minimizing $I$ subject to the equidistribution principle is in fact the celebrated Monge-Kantorovich problem from differential geometry. This principle is often called optimum transport, as it leads to a transformation, the creation of which takes a minimum amount of work as a deviation from the identity. Intuitively, this is likely to deliver a regular mesh, as this mesh will be as close (in an averaged sense) to the most regular possible mesh, i.e., a completely uniform one. Remarkably, this minimization problem has a unique solution with a very elegant expression for the transformation.

Theorem 3.3. There exists a unique optimal mapping $\mathbf{F}(\boldsymbol{\xi}, t)$ satisfying the equidistribution equation. This map has the same regularity as $M$. Furthermore, $\mathbf{F}(\boldsymbol{\xi}, t)$ is the unique mapping from this class which can be written as the gradient (with respect to $\boldsymbol{\xi}$ ) of a convex (mesh) potential $P(\boldsymbol{\xi}, t)$, so that

$$
\begin{equation*}
\mathbf{F}(\boldsymbol{\xi}, t)=\nabla_{\boldsymbol{\xi}} P(\boldsymbol{\xi}, t), \quad \Delta_{\boldsymbol{\xi}} P(\boldsymbol{\xi}, t)>0 \tag{3.40}
\end{equation*}
$$

Proof. See Brenier (1991) or Caffarelli $(1992,1996)$ for an abstract proof and Delzanno et al. (2008) for a proof in the context of adaptive mesh generation.

The following is then immediate.
Lemma 3.4. The map $\mathbf{F}$ is irrotational so that $\nabla_{\boldsymbol{\xi}} \times \mathbf{F}=\mathbf{0}$, and the Jacobian of $\mathbf{F}$ is symmetric.

Significantly, the transformation above is an example of a Legendre transformation (Sewell 2002). Such transformations include translations and linear maps by positive definite symmetric matrices. We now show how to calculate such a transformation.

### 3.3.2. Properties of optimally transported meshes

It is immediate that if $\mathbf{x}=\boldsymbol{\nabla}_{\boldsymbol{\xi}} P$ then

$$
\frac{\partial \mathbf{x}}{\partial \boldsymbol{\xi}}=H(P)
$$

where $H(P)$ is the Hessian of $P$. Additionally, if the measure $M \in W^{2}\left(\Omega_{P}\right)$ is strictly positive on its supports (assumed to be convex), then the potential $P \in W_{\text {loc }}^{2}\left(\Omega_{C}\right)$, and satisfies, in the classical sense, the Monge-Ampère equation

$$
\begin{equation*}
M\left(\nabla_{\xi} P, t\right) H(P)=\theta(t) \tag{3.41}
\end{equation*}
$$

Here $H(P)$ denotes the determinant of the Hessian matrix of $P$. This is a famous equation in differential geometry. Solving it defines the map $\mathbf{F}$ uniquely. In order to solve it we must specify boundary conditions for the solution. In general applications of mesh generation we consider bounded domains mapping to bounded domains. We can then prescribe a boundary condition where equation (3.41) is supplemented with the condition that the boundary must map to the boundary. Suppose that the points on the boundary of $\Omega_{C}$ satisfy the implicit equation $G_{C}(\boldsymbol{\xi})=0$ and those on the boundary of $\Omega_{P}$ satisfy the implicit equation $G_{P}(\mathbf{x})=0$, we then have the following (nonlinear) Neumann boundary condition for (3.41):

$$
\begin{equation*}
G_{P}\left(\nabla_{\boldsymbol{\xi}} P, t\right)=0 \quad \text { if } \quad G_{C}(\boldsymbol{\xi}, t)=0 \tag{3.42}
\end{equation*}
$$

The existence, uniqueness and regularity of the solutions of (3.41) and (3.42) has been well studied (Brenier 1991, Caffarelli 1992, Caffarelli 1996). From the point of view of grid generation this puts us into the nice situation of being able to infer properties of the mesh from those of a function $P$ with known regularity. We have the following very important result.
Theorem 3.5. If both $\Omega_{C}$ and $\Omega_{P}$ are smooth, convex domains then (3.41) and (3.42) have a unique solution (up to an additive constant), which is as regular as the monitor function $M$. This in turn leads to a unique regular mesh.

Proof. This follows immediately from the results of Brenier (1991) and Caffarelli $(1992,1996)$.

If $\Omega_{C}$ or $\Omega_{P}$ are not smooth then there is a possible loss of mesh regularity. In the case of solutions which are logical rectangles, this is not severe and applies only at the corners, where it can be shown (Cullen 1989) that $P \in C^{3}$ and $F \in C^{2}$. This is sufficient regularity for most applications.

An immediate consequence of this result is that the solution of the MongeAmpère equation defines a map not only from $\Omega_{C}$ to $\Omega_{P}$, but also between the boundaries of the respective domains. This is a desirable property from the perspective of mesh generation as we do not have to consider separate equations for the mesh on the boundary. This is in contrast to the variational methods described in Section 3.2.1, which require separate equations to describe the mesh on the boundaries. As an example, we can consider meshes on logical cubes, taking

$$
\begin{equation*}
\Omega_{C}=[0,1]^{d}=\Omega_{P} \tag{3.43}
\end{equation*}
$$

The boundary conditions above then reduce to

$$
\begin{equation*}
P_{\xi}=0,1 \quad \text { if } \quad \xi=0,1, \quad P_{\eta}=0,1 \quad \text { if } \quad \eta=0,1 \tag{3.44}
\end{equation*}
$$

The boundary condition (3.44) applied in two dimensions implies the orthogonality of the grid lines at the boundaries of the square. To see this,
consider the bottom boundary of the square in the physical domain, for which $Y=0$. A grid line $\Gamma$ which intersects this side is given by

$$
\Gamma=\{(x, y): 0 \leq \eta \leq 1, \quad \xi \quad \text { fixed }\}
$$

The tangent to this line in the physical domain is given by $\boldsymbol{\tau}=\left(x_{\eta}, y_{\eta}\right)^{T}$, and, trivially, the tangent to the bottom boundary of the square by the vector $\mathbf{t}=(1,0)^{T}$. However, on the bottom boundary, the function $P$ satisfies the identity $P_{\eta}(\xi, 0)=0$ and by definition $x=P_{\xi}$. It follows immediately that when $\eta=0$,

$$
x_{\eta}(\xi, 0)=P_{\eta \xi}(\xi, 0)=0
$$

so that on the lower boundary $\boldsymbol{\tau} \cdot \mathbf{t}=0$. Thus the mesh is orthogonal to the lower boundary. Similar results apply to the other sides as well. The condition of mesh orthogonality at the boundary of the square is often desirable in certain circumstances (Thompson et al. 1985). However, it may cause problems when resolving features, such as fronts, which intersect boundaries at an angle. In such cases it may be useful to refine the mesh close to the boundary, either by introducing a finer computational mesh there, or by locally increasing the value of the monitor function $M$ at mesh points adjacent to the boundary.

Mesh symmetries. Some very desirable properties of the mesh follow immediately from the properties of the Monge-Ampère equation. It is trivial to see that the equation is invariant under translations in $(\xi, \eta)$. It is also easy to see that (in a similar manner to the Laplacian operator) the Monge-Ampère equation is also invariant under any orthogonal map such as a rotation or a reflection. This is because the Monge-Ampère equation is the determinant of the Hessian, which transforms covariantly under such maps. This simple observation implies that (away from boundaries) the meshes generated by solving the Monge-Ampère equation should have no difficulty aligning themselves to structures, such as shocks, which may occur anywhere in a domain and at any orientation. It is immediate that the Monge-Ampère equation is also invariant under scaling transformations of the form $\xi \rightarrow \lambda \xi, \eta \rightarrow \mu \eta, P \rightarrow \nu P$, provided that $M$ is chosen carefully.

Mesh skewness. The regularity of the mesh generated by this approach gives a useful feature in seeing control in the variation of the element size across the domain. In general the meshes generated by the Monge-Ampère equation have good regularity properties and are effective in interpolating functions (Delzanno et al. 2008). It is possible to make some estimates for the resulting skewness of the mesh in terms of the properties of the function $P$. Consider a two-dimensional problem for which the map from $\Omega_{C}$ to $\Omega_{P}$ has
the Jacobian $J$. A measure for the skewness $s$ of the mesh in $\Omega_{P}$ is given by

$$
\begin{equation*}
s=\frac{\lambda_{1}}{\lambda_{2}}+\frac{\lambda_{2}}{\lambda_{1}}=\frac{\left(\lambda_{1}+\lambda_{2}\right)^{2}}{\lambda_{1} \lambda_{2}}-2=\frac{\operatorname{trace}(J)}{\operatorname{det}(J)}-2=\frac{\Delta(P)^{2}}{H(P)}-2 \tag{3.45}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ are the (real and positive) eigenvalues of $J$. The skewness can be estimated in certain cases. One example of this arises in the scale-invariant meshes for the local singularities blow-up problems studied in Section 5, in which a sequence of meshes are calculated which, close to the singularity, take the form $P(\xi, t)=\Lambda(t) \hat{P}(\xi)$ for an appropriate scaling function $\Lambda(t)$. It is immediate that

$$
\frac{\Delta(P)^{2}}{H(P)}-2=\frac{\Delta(\hat{P})^{2}}{H(\hat{P})}-2
$$

so that the skewness of the rescaled mesh is the same as the original. Hence, if an initially uniform mesh is used then the mesh close to the singularity will retain local uniformity.

### 3.3.3. Solution of the Monge-Ampère equation

The equation (3.41) can be solved either directly (Delzanno et al. 2008) or by a relaxation method.

The direct method. The Monge-Ampère equation (Evans 1999, Gutiérrez 2001) belongs to the class of fully nonlinear second-order equations and has two sources of nonlinearity. Firstly, the Hessian $H(P)$ is nonlinear in the second derivatives (except in the one-dimensional case). Secondly, the monitor function in general depends nonlinearly on the first derivatives of $P$ (either directly or through the solution of the original PDE). For any suitably smooth positive monitor function the equation has a unique solution, which is a convex function. Linearization of the equation shows that it is elliptic in the space of convex functions. The Monge-Ampère equation arises from prescribing the product of the eigenvalues (the determinant) of the Jacobian matrix of a gradient mapping. If we prescribe the sum of the eigenvalues (the trace) then we obtain a standard Poisson equation. For the Poisson equation, multigrid methods can find the solution of a discretization on a grid with $\mathcal{O}(N)$ unknowns using $\mathcal{O}(N)$ operations. Methods for solving the Monge-Ampère equation aim to obtain the same computational complexity.

Oliker and Prussner (1988) propose a specially designed discretization and iterative method which explicitly preserve the convexity of the iterates. Benamou and Brenier (2000) transform the Monge-Ampère equation into a time-dependent fluid mechanics problem, which is solved using an iterative method based on an augmented Lagrangian approach. Dean and Glowinski $(2003,2004)$ propose finite element discretizations based on an
augmented Lagrangian approach and a least-squares formulation respectively. Feng and Neilan (2009) consider the nonlinear second-order equation as the limiting equation of a singularly perturbed fourth-order quasilinear equation. Chartrand, Vixie, Wohlberg and Bollt (2007) show that the Monge-Ampère equation can be reformulated as an unconstrained optimization problem, which can be solved by a gradient descent method. A special property of the mappings generated by the Monge-Ampère equation is that they are irrotational, i.e., the curl is zero. Haker and Tannenbaum (2003) propose a gradient descent method that uses a Poisson solve in each step to 'remove the curl'. The nonlinear multigrid method developed in Fulton (1989) for the semigeostrophic equation should be easily adapted to our problem. A Newton-Krylov-multigrid method is proposed in Delzanno et al. (2008). The above methods all try to solve the fully nonlinear Monge-Ampère equation directly. It was a remarkable achievement of Kantorovich to show that the problem can be relaxed to a linear one by considering not a transport map $\boldsymbol{\xi} \rightarrow \mathbf{x}=\mathbf{F}(\boldsymbol{\xi})$, but a transport plan $G(\boldsymbol{\xi}, \mathbf{x})$ indicating the amount of material to be transported from $\xi$ to $x$ (Rachev and Rüschendorf 1998, Evans 1999). Robust methods exist for solving the corresponding linear programming problem, but to the best of our knowledge these methods typically require $\mathcal{O}\left(N^{2}\right)$ operations (Kaijser 1998, Balinski 1986), which is unacceptable except for small problems.

The parabolic Monge-Ampère (PMA) method. An alternative approach motivated by the discussion of the MMPDEs given earlier, is to introduce a parabolic regularization to (3.41) so that the gradient of solutions of this evolve toward the gradient of the solutions of (3.41) over a (relatively) short time scale. This method also couples naturally to the solution of a timedependent PDE. Accordingly we consider using relaxation to generate an approximate solution of (3.41), which evolves together with the solution of the underlying PDE. Accordingly we consider a time-evolving function $Q(\boldsymbol{\xi}, t)$ with associated mesh $\mathbf{x}(\boldsymbol{\xi}, t)=\nabla_{\boldsymbol{\xi}} Q(\boldsymbol{\xi}, t)$, with the property that this mesh should be close to that determined by the solution of the MongeAmpère equation. To do this we consider a relaxed form of (3.41) taking the form of a parabolic Monge-Ampère equation (PMA) of the form

$$
\begin{equation*}
\epsilon\left(I-\gamma \Delta_{\boldsymbol{\xi}}\right) Q_{t}=\left(H(Q) M\left(\boldsymbol{\nabla}_{\boldsymbol{\xi}} Q\right)\right)^{1 / n} \tag{3.46}
\end{equation*}
$$

To find a moving mesh, we start with an initially uniform mesh for which

$$
Q(\boldsymbol{\xi}, 0)=\frac{1}{2}|\boldsymbol{\xi}|^{2} .
$$

The function $Q$ then evolves according to (3.46). In (3.46) the scaling power $1 / n$ is necessary for global existence of the solution. This is because if $Q$ is scaled by a factor $L(t)$ then the Hessian term $H(Q)$ scales as $L(t)^{n}$.

If $M$ is constant, then equation (3.46) without the power law scaling admits a variables-separable solution for which $L_{t}=C L^{n}$. If $n>1$ then this equation has solutions which blow up in a finite time. The rescaling prevents this possibility. The operator on the left of this system is a smoothing operator, similar to the operator used in (2.14), (3.9), which reduces the stiffness of this system when it is discretized. Observe that the term $\theta(t)$ has not been included in (3.46). Indeed this term arises naturally as a constant of integration. The PMA equation (3.46) has many properties in common with the moving mesh equation (3.9). In particular, if $M$ is independent of time then the solution of (3.41) corresponds to a stable solution of (3.46). Indeed, we have the following results.

## Lemma 3.6.

(a) Suppose that $M_{t}=0$ and the Monge-Ampère equation (3.41) admits a (steady) convex solution $P(\boldsymbol{\xi})$ with associated map $\mathbf{x}(\boldsymbol{\xi})$ for which $H(P)>0$, so that $P$ satisfies the equation

$$
M(\boldsymbol{\nabla} P) H(P)=\theta
$$

Then:
(i) the PMA equation (3.46) admits a time-dependent solution

$$
\begin{equation*}
Q(\boldsymbol{\xi}, t)=\frac{\theta^{1 / n} t}{\epsilon}+P(\boldsymbol{\xi}) \tag{3.47}
\end{equation*}
$$

for which $\nabla_{\boldsymbol{\xi}} Q=\nabla_{\boldsymbol{\xi}} P=\mathbf{x}(\boldsymbol{\xi})$;
(ii) the resulting mesh is locally stable.
(b) If $M$ is slowly varying, then the solution of (3.46) remains $\epsilon$-close to a solution of (3.41) for all time.

Proof. This is given in Budd and Williams (2009) and is very similar to the corresponding proof given for the stability of (3.9)

It is also possible to show (Budd and Williams 2009) that, throughout the evolution of the mesh, if $H(Q)$ and $\Delta Q$ are initially positive then they stay positive for all time. This application of the maximum principle guarantees that the map generating the mesh is locally invertible for all time, and hence no mesh tangling can occur. This is a very useful feature of such $r$-adaptive methods, and we will see numerical examples of this in the following calculations.

### 3.3.4. Discretizing the parabolic Monge-Ampère equation (3.46)

To discretize (3.46) in space we can impose a uniform grid of mesh size $\Delta \xi$ on the computational space and assume that $Q$ and $Q_{t}$ take point values
$Q_{i, j}(t), i, j=0 \ldots N$, etc., on this grid. The Hessian operator $H(Q)$ can be discretized with central differencing using a nine-point stencil interior to the domain $\Omega_{C}$ to evaluate all second derivatives in $H(Q)$. For the boundary points, the central differences are replaced by Taylor series expansions, using the respective conditions $Q_{\xi}=0$ or $Q_{\xi}=1$, and so on. The gradient $\nabla Q$ is calculated similarly, so that the right-hand side of (3.46) can be determined. To determine the values of $Q_{t}$ at the mesh points we then invert the operator $\left(I-\gamma \Delta_{\xi}\right)$. As the system is posed on a uniform (rectangular) mesh in the computational domain, this inversion can be done very rapidly by using a fast spectral solver based upon the discrete cosine transform (invoking the Neumann boundary conditions for $Q_{t}$ ). Knowing $Q_{t}$ we may then determine $\mathrm{x}_{t}$ by taking the gradient.

### 3.3.5. Examples of meshes generated using the PMA method

To give some flavour of the behaviour of moving mesh methods, we now consider some meshes generated using the PMA method for a known monitor function $M(x, y, t)$, choosing examples which can be compared with other methods presented both in the literature and in other sections of this article. In all of these following calculations we take $\epsilon=0.01$, and the ODEs obtained by the discretization described above are solved in MATLAB using the routine ode45. All runs took under 5 minutes on a standard desktop computer.

Example 1. We first take a case motivated by Cao et al. (2002) (see also Section 4) with a monitor function localized over a moving circle of the form

$$
\begin{aligned}
M_{1}(x, y, t)=1 & +5 \exp \left(-50 \mid(x-1 / 2-1 / 4 \cos (2 \pi t))^{2}\right. \\
& \left.+(y-1 / 2-\sin (2 \pi t) / 2)^{2}-0.01 \mid\right)
\end{aligned}
$$

This can be a severe test of a moving mesh method, and the meshes calculated from this using the (velocity-based) geometric conservation law method (Cao et al. 2002) have a high degree of skewness. To compute a corresponding moving mesh using the parabolic Monge-Ampère method (and also the solutions in all of the examples in this subsection) we use a uniform computational mesh to solve (3.46) with $N=30$ mesh points in each direction and mapping the unit square to the unit square. We see from this calculation that the resulting mesh closely follows the moving circle with no evidence of skewness or irregularity. Note the orthogonality and regularity of the mesh at the boundary of the domain. Notice further that in Figure 3.7 the solution partially exits the domain with no ill consequence, and that the grid at $t=10$ is virtually indistinguishable from that at $t=0$. It is clear from these figures that the mesh generated has excellent regularity. Observe the high degree of mesh uniformity close to the solution maximum.


Figure 3.7. Example 1. Snapshots at $t=0$ (a), $t=1 / 4$ (b), $t=1 / 2$ (c), $t=10$ (d). As the solution is advected, the grid follows the maxima of the solution and does not ever fall behind or become distorted.

Example 2. In an example taken directly from Cao et al. (2002), we consider a monitor function localized on a sine wave of the form

$$
M_{2}(x, y, t)=1+5 \exp (-50 \mid(y-1 / 2-1 / 4 \sin (2 \pi x) \sin (2 \pi t) \mid)
$$

and proceed to use exactly the same method as described in Example 1. See Figure 3.8.

In this example we again see that the PMA method has generated a very regular and periodic (in time) mesh.

Example 3. In this example we consider a monitor function localized on the support of two travelling linear fronts moving toward each other and show the resulting mesh in Figure 3.9. For this we take

$$
\begin{array}{lrl}
x_{0}=t, & y_{0}=0.2+t / 2, & u_{0}=\gamma \operatorname{sech}\left(\lambda\left(x-x_{0}+y-y_{0}\right)\right), \\
x_{1}=1-t, & y_{1}=0.8-t / 2, & u_{1}=\gamma \operatorname{sech}\left(\lambda\left(x-x_{1}+y-y_{1}\right)\right), \\
M_{3}(x, y, t)=1+u_{0}+u_{1}, &
\end{array}
$$

with $\gamma=5$ and $\lambda=100$. We note that the fronts pass through each other without generating spurious oscillations in the mesh. Note also that the solution points do not follow the front (moving in and out of the region of high mesh density), but that the density of the solution points does. Observe that the mesh automatically aligns itself along the front. A close-up of the mesh close to the front is given in Figure 3.11 (see p. 187). This shows very good resolution of the local structure close to the front and a smooth transition from a uniform mesh to one refined at the front. If $\gamma$ is large, then close to the front we see a mesh compression proportional to $\gamma$ orthogonal to the front, with a local skewness of $s=\gamma$. The PMA method in this case thus generates a smooth mesh, for which the degree of skewness can be controlled via the choice of $\gamma$. More details of this calculation are given in Walsh et al. (2009). We can also see the effects of mesh orthogonality close to the boundaries of the domain.

Example 4. In this example we look at a monitor function localized on the support of two fronts meeting at an angle: see Figure 3.10. The behaviour of the mesh close to the front is similar to that in the last example. Significantly, there is no mesh tangling as the two fronts intersect. In Figure 3.12 we show a close-up of the intersection region, showing the high degree of mesh regularity. For this we take

$$
\begin{array}{lll}
x_{0}=t, & y_{0}=0.2+t / 2, & u_{0}=\gamma \operatorname{sech}\left(\lambda\left(x-x_{0}+y-y_{0}\right)\right), \\
x_{1}=1-t, & y_{1}=0.8-t, & u_{1}=\gamma \operatorname{sech}\left(\lambda\left(x-x_{1}+\left(y-y_{1}\right) / 2\right)\right), \\
M_{4}(x, y, t)=1+u_{0}+u_{1} . &
\end{array}
$$



Figure 3.8. Example 2. Snapshots at $t=0$ (a), $t=1 / 3$ (b), $t=2 / 3$ (c), $t=1$ (d). In this figure we see both the smoothness and the periodic (in time) form of the mesh.


Figure 3.9. Example 3. Snapshots at $t=0$ (a), $t=0.495$ (b), $t=0.525$ (c), $t=0.75$ (d). Here we have simulated two fronts passing through each other in parallel, and see no difficulties with the resulting mesh. Note the way that the mesh automatically aligns itself parallel to the front.

(a) $t=0$

(c) $t=0.525$

(b) $t=0.2$

(d) $t=1.4$

Figure 3.10. Example 4. Snapshots at $t=0$ (a), $t=0.2$ (b), $t=0.525$ (c), $t=1.4$ (d). Here we have simulated two linear travelling fronts passing through each other at an angle and see no difficulties in generating and moving the mesh.


Figure 3.11. Example 3. A close-up of the mesh close to the front, showing the transition from a uniform mesh to one compressed by a factor $\gamma$ orthogonal to the front.


Figure 3.12. Example 4. A close-up of the region where the two fronts intersect.

Further examples in which we couple the PMA algorithm to generate moving meshes for certain partial differential equations are presented in Section 5.

### 3.4. Adaptive discretization of PDEs in higher spatial dimensions

We now extend the discussion earlier, in Sections 3.1.1-3.1.4, in which we looked at coupling an MMPDE to a one-dimensional PDE, to consider the harder problem of coupling a moving mesh method (derived either from a variational approach or from a Monge-Ampère-based approach) to a partial differential equation in several spatial dimensions, which we assume has the form

$$
\begin{equation*}
\mathbf{u}_{t}=\mathbf{f}(t, \mathbf{x}, \mathbf{u}, \nabla \mathbf{u}, \Delta \mathbf{u}) . \tag{3.48}
\end{equation*}
$$

Obviously, in this case the errors in using a non-uniform mesh are more pronounced, and the additional convective terms introduced by the moving mesh are potentially destabilizing. A moving mesh method becomes an adaptive method when it is coupled to a discretization of a partial differential equation. There is no unique way to perform this coupling, and it depends upon whether the PDE is discretized in the computational domain (typically with a finite difference method) or in the physical domain (typically with a finite element or a finite volume method). The nature of the coupling also depends upon whether or not the adaptive method is going to be coupled to existing software (such as a standard CFD method). The former usually involves some form of interpolation of the solution to map it onto a mesh suitable for the existing solver to use. The coupling of the mesh to the underlying PDE should also preserve important structures of the PDE; in particular, any conservation laws or solution symmetries should ideally be preserved in the coupled system. This can be done in various ways: see Tang (2005), Huang (2007) for reviews of these. The quasi-Lagrangian approaches (which avoid interpolation) allow directly for mesh movement, and express the PDE in Lagrangian variables, generalizing the expression (3.16):

$$
\begin{equation*}
\dot{\mathbf{u}}=f\left(t, \mathbf{x}, \mathbf{u}, \nabla_{\mathbf{x}} \mathbf{u}, \Delta_{x} u\right)+\nabla_{\mathbf{x}} \mathbf{u} \cdot \dot{\mathbf{x}} \tag{3.49}
\end{equation*}
$$

where $\dot{\mathbf{u}}, \dot{\mathbf{x}}$ denote derivatives with respect to time, with the computational variable $\boldsymbol{\xi}$ fixed. The MMPDEs and (3.49) can then both be discretized on the computational mesh and solved simultaneously. As described earlier, this procedure is generally the method of choice when used in calculations in one spatial dimension (Huang and Russell 1996). However, it is much harder to use in higher dimensions as the coupled system can be very stiff and the equations are very nonlinear. This method has the advantages that there is no need to interpolate a solution from one mesh to the next as the mesh evolves, and also that the mesh can inherit useful dynamical
properties of the solution such as scaling structures (Budd et al. 1996, Budd and Williams 2006, Baines et al. 2006). Alternatively, the moving mesh equations and (3.49) can be solved alternately (Huang 2007, Huang and Russell 1999, Ceniceros and Hou 2001). This reduces the stiffness problems but can lead to a lag in the mesh movement.

Alternatively, a rezoning method can be used (Tang 2005). In such methods, the MMPDEs are solved to advance the mesh by one time step. The current solution $\mathbf{u}$ is then interpolated onto this new mesh in the physical domain, and the original $\operatorname{PDE}$ (3.48) solved on the new mesh in this domain (often using a finite element or finite volume method). The advantage of this method is that standard software can be used to solve the PDE, but at the expense of an interpolation step. We now describe these methods in more detail.

### 3.4.1. Simultaneous solution in the computational domain

We first briefly detail the implementation of the simultaneous solution method solving the MMPDEs and (3.49) by using finite differences in the computational domain. To do this we associate each mesh point in the fixed computational mesh with a solution point $U_{i, j}(t)$. To discretize (3.49) we transform the derivatives in the physical domain to ones in the computational domain. For example, in two dimensions, if we have general transformation $F$ with Jacobian $J$ then the derivatives of $u$ can be expressed in terms of the computational variables in the following manner:

$$
\begin{align*}
u_{x} & =\frac{1}{J}\left(y_{\eta} u_{\xi}-y_{\xi} u_{\eta}\right)  \tag{3.50}\\
u_{y} & =\frac{1}{J}\left(-x_{\eta} u_{\xi}+x_{\xi} u_{\eta}\right) \\
u_{x x} & =\frac{1}{J}\left(y_{\eta}\left(J^{-1} y_{\eta} u_{\xi}\right)_{\xi}-y_{\eta}\left(J^{-1} y_{\xi} u_{\eta}\right)_{\xi}-y_{\xi}\left(J^{-1} y_{\eta} u_{\xi}\right)_{\eta}+y_{\xi}\left(J^{-1} y_{\xi} u_{\eta}\right)_{\eta}\right) \\
u_{y y} & =\frac{1}{J}\left(x_{\eta}\left(J^{-1} x_{\eta} u_{\xi}\right)_{\xi}-x_{\eta}\left(J^{-1} x_{\xi} u_{\eta}\right)_{\xi}-x_{\xi}\left(J^{-1} x_{\eta} u_{\xi}\right)_{\eta}+x_{\xi}\left(J^{-1} x_{\xi} u_{\eta}\right)_{\eta}\right)
\end{align*}
$$

As the computational domain has a uniform mesh, and the Jacobian $J$ may be determined directly from the mesh mapping $F$, it follows that (3.50) can be discretized to high accuracy in space using a standard finite difference or finite element discretization. The solution $u$ is then determined by solving (3.46) and (3.49) together using an appropriate ODE solver such as SDIRK or a predictor-corrector method. Examples of the use of this method are given in Section 5.

### 3.4.2. Alternating solution in the computational domain

The alternating solution method is often used in higher-dimensional calculations to alternatively solve the system and to move the mesh. This method
avoids the highly nonlinear coupling of the mesh and the physical solution and preserves many structures such as ellipticity and sparsity in each of the mesh and physical PDEs. This can lead to significant efficiency gains, but at the disadvantage of a possible lag in the movement of the mesh and possible mesh instabilities.

Suppose that the physical solution $\mathbf{u}^{n}$, the mesh $\mathbf{x}^{n}$, and a solution time step $\Delta t^{n}$ are known at a time $t^{n}$. The alternating solution procedure is typically implemented as follows.
(1) The monitor function $M^{n}(\mathbf{x})=M\left(t^{n}, \mathbf{u}^{n}, \mathbf{x}^{n}\right)$ is calculated using $\mathbf{u}^{n}$ and $\mathbf{x}^{n}$.
(2) The MMPDE is discretized in space and then integrated over the time $\left[t^{n}, t^{n}+\Delta t^{n}\right]$ to give a new mesh $\mathbf{x}^{n+1}$ at the time $\left.t^{n}+\Delta t_{n}\right]$. The underlying solution $u^{n}$ is not changed during this calculation. This calculation can be done by using the (fixed) monitor function $M^{n}$, or by updating it during the integration by using linear interpolation (Huang 2007).
(3) The physical PDE (3.49) is then discretized in (computational) space and integrated using an SDIRK or similar method. In this calculation, the convective terms involving $\mathbf{x}_{t}$ use the approximation

$$
\dot{\mathrm{x}}=\frac{\mathbf{x}^{n+1}-\mathrm{x}^{n}}{\Delta t^{n}}
$$

The mesh used in the discretization is calculated by using linear interpolation so that

$$
\mathbf{x}(t)=\mathbf{x}^{n}+\left(t-t^{n}\right) \dot{\mathbf{x}} .
$$

(4) It may be necessary to use the new solution $\mathbf{u}^{n+1}$ to update the monitor function $M^{n}$ and to iterate from step (2) above in order to gain better control of the grid. In this case repeat these steps until the new mesh does not change.
(5) This procedure is then repeated from step (1) above.

Ceniceros and Hou (2001) use this method together with the MMPDE (3.34) (without updating the monitor function between time steps) to solve problems involving vortex singularities in the Boussinesq equations.

### 3.4.3. Rezoning in the physical domain

There are various problems associated with solving the Lagrangian form of the PDE (3.49) in the computational domain. A significant one of these is that certain properties of the original PDE may be lost when it is put into the Lagrangian form and coupled to a moving mesh equation. Two examples of this occurring are the loss of a conservation form of the equation
(for example when adaptive methods are used to solve the Euler equations) or the loss of a Hamiltonian structure when solving problems such as the KdV or the NLS equations. These problems can be avoided by completely decoupling the solution of the PDE and the moving mesh equations over each time step, so that when solving the PDE the mesh is regarded as being static. The PDE can then be solved over that time step using a method (for example the finite volume method for problems with a conservation law) that preserves the significant features of the solution. The rezoning method can be briefly described as follows.
(1) At time step $t^{n}$ let the solution be $\mathbf{u}^{n}$ and the mesh $\mathbf{x}^{n}$. Calculate the corresponding monitor function $M^{n}$.
(2) Using this monitor function, solve the moving mesh PDE over the time interval $\left[t^{n}, t^{n}+\Delta t^{n}\right]$ to give a new mesh $\mathrm{x}^{n+1}$.
(3) Interpolate the solution $\mathbf{u}^{n}$ onto the new mesh $\mathbf{x}^{n+1}$, to give an interpolated solution $\hat{\mathbf{u}}^{n}$.
(4) If necessary, repeat steps (2) and (3), updating $M$ until the new mesh does not change.
(5) Starting from $\hat{\mathbf{u}}^{n}$ solve the original PDE (3.48). Typically, in the physical domain using high-resolution standard software such as the finite volume method) over the time interval $\left[t^{n}, t^{n}+\Delta t^{n}\right]$, doing all the calculations on the new mesh $\mathbf{x}^{n+1}$.
(6) Repeat this from step (1).

This method is of course closely related to the quasi-Lagrangian approach. To see this in a one-dimensional example, suppose that the mesh velocity is $\dot{x}$ and the underlying solution is $u$ with $U_{i}^{n} \approx u\left(X_{i}^{n}, t^{n}\right)$; then in step (3) we have

$$
\hat{U}_{i}^{n} \approx u\left(X_{i}^{n+1}, t^{n}\right)=u\left(X_{i}^{n}+\delta t_{n} \dot{x}\right) \approx U_{i}^{n}+\Delta t_{n} u_{x} \dot{x}
$$

Thus, if we use a simple forward Euler method to approximate the solution of (3.48) we obtain

$$
U_{i}^{n+1}=\hat{U}_{i}^{n}+\Delta t_{n} f_{i}=U_{i}^{n}+\Delta t_{n} u_{x} \dot{x}+\Delta t_{n} f_{i}=U_{i}^{n}+\delta t_{n}\left(f_{i}+u_{x} \dot{x}\right)
$$

which is of course the result of applying the forward Euler method to the Lagrangian form of the PDE given by (3.49).

The key to the success of this approach is the interpolation step (3), and an interpolation scheme that preserves some quantities of the solution is often necessary. We summarize some rezoning methods based on this approach for solving conservation laws in one and two dimensions, using the finite volume method, which are described in Tang (2005) and Tang and Tang (2003).

A one-dimensional calculation. Suppose that the $i$ th new grid point at time $t^{n+1}$ is $X_{i}^{n+1}$. In a finite volume method the key quantities are the cell averages given by

$$
U_{j+1 / 2}=\frac{1}{X_{j+1}-X_{j}} \int_{X_{j}}^{X_{j+1}} u \mathrm{~d} x, \quad X_{j+1 / 2}=\frac{1}{2}\left(X_{j}+X_{j+1}\right)
$$

If these are known on the mesh $x^{n}$ then they can be interpolated onto the new mesh $x^{n+1}$. Suppose that the new mesh points satisfy $X_{j+1 / 2}^{n+1} \in$ $\left[X_{k-1 / 2}^{n}, X_{k+1 / 2}^{n}\right]$; then, naively, this can be done via the formula

$$
\hat{U}_{j+1 / 2}^{n}=U_{k+1 / 2}^{n}+\frac{U_{k+1 / 2}^{n}-U_{k-1 / 2}^{n}}{X_{k+1 / 2}^{n}-X_{k-1 / 2}^{n}}\left(X_{j+1 / 2}^{n+1}-X_{k+1 / 2}^{n+1}\right)
$$

Unfortunately, this simple linear interpolation does not conserve discrete solution mass, in the sense that

$$
\sum \hat{U}_{j+1 / 2}^{n}\left(X_{j+1}^{n+1}-X_{j}^{n+1}\right) \neq \sum U_{j+1 / 2}^{n}\left(X_{j+1}^{n}-X_{j}^{n}\right)
$$

and consequently leads to unsatisfactory results (Tang and Tang 2003) when used to solve hyperbolic conservation laws. An improved method in Tang and Tang (2003) mimics in part the discussion above for the relation between the quasi-Lagrangian method and the rezoning method. Suppose that $x^{n+1}=x^{n}+\delta t \dot{x}$; then it follows from an application of the Reynolds transport theorem that, to leading order,

$$
\begin{aligned}
\left(X_{j+1}^{n+1}-X_{j}^{n+1}\right) \hat{U}_{j+1 / 2}^{n} & \approx \int_{X_{j}^{n+1}}^{X_{j+1}^{n+1}} \hat{u}^{n} \mathrm{~d} x \\
& \approx\left(X_{j+1}^{n}-X_{j}^{n}\right) U_{j+1 / 2}^{n}+\Delta t\left(\left(\dot{x} U^{n}\right)_{j+1}-\left(\dot{x} U^{n}\right)_{j}\right)
\end{aligned}
$$

This prompts the use of the conservative (to leading order) interpolation formula given by

$$
\begin{equation*}
\left(X_{j+1}^{n+1}-X_{j}^{n+1}\right) \hat{U}_{j+1 / 2}^{n}=\left(X_{j+1}^{n}-X_{j}^{n}\right) u_{j+1 / 2}^{n}+\Delta t\left(\left(\dot{x} U^{n}\right)_{j+1}-\left(\dot{x} U^{n}\right)_{j}\right) \tag{3.51}
\end{equation*}
$$

which automatically conserves discrete mass. Tang and Tang (2003) use this method with success to solve conservation laws of the form

$$
u_{t}+f(u)_{x}=0
$$

with the PDE being integrated using a MUSCL method (LeVeque 1990) and using the MMPDE (3.9) to advance the mesh.

Two-dimensional calculations. In two dimensions, Tang and Tang (2003) use the moving mesh method described in Ceniceros and Hou (2001) to advance the mesh $(X, Y)$ from time $t^{n}$ to time $t^{n+1}$ using the MMPDE (3.34).

In this calculation we suppose that

$$
\left(x^{n+1}, y^{n+1}\right)=\left(x^{n}, y^{n}\right)+\Delta t(\dot{x}, \dot{y})
$$

Cell averages at time $t^{n}$ over a (time-evolving mesh cell) of area $A_{j+1 / 2, k+1 / 2}^{n}$ are now given by $U_{j+1 / 2, k+1 / 2}^{n}$, etc., and the normal mesh speed relative to the surfaces of the mesh cell is given by

$$
v=\dot{x} n_{x}+\dot{y} n_{y}, \quad \text { where the unit normal is given by }\left(n_{x}, n_{y}\right) .
$$

The conservative interpolation scheme proposed is

$$
\begin{align*}
A_{j+1 / 2, k+1 / 2}^{n+1} \hat{U}_{j+1 / 2, k+1 / 2}^{n}= & A_{j+1 / 2, k+1 / 2}^{n} U_{j+1 / 2, k+1 / 2}^{n}  \tag{3.52}\\
& +\Delta t\left(\left[\left(v U^{n}\right)_{j+1, k+1 / 2}+\left(v U^{n}\right)_{j, k+1 / 2}\right]\right. \\
& \left.+\left[\left(v U^{n}\right)_{j+1 / 2, k+1}+\left(v U^{n}\right)_{j+1 / 2, k}\right]\right)
\end{align*}
$$

This scheme preserves discrete mass to leading order. Again a MUSCL method can be used to advance the solution of the PDE. This method is then used to solve the double-Mach reflection problem and various other problems with contact discontinuities arising in the solution of the Euler equations.

## 4. Velocity-based moving mesh methods

In this section we will look in some more detail at velocity-based methods for moving meshes. These are also called Lagrangian methods, and they rely on calculating the mesh point velocities and from this the mesh point locations. In some ways these methods are very natural, since in (say) fluid mechanics calculations, natural solution features are often convected with the flow, and it is natural to evolve the mesh points to follow the flow itself. (Note the huge popularity of the semi-Lagrangian and the characteristic Galerkin methods.) However, velocity-based methods can easily have severe implementation problems, and overcoming them remains a challenging issue. These include significant mesh tangling, with associated skewness, and also a tendency to create meshes which lag behind the solution. Indeed, it is very possible for such meshes to have unstable movement, to move well away from equidistributed solutions and to lead to permanently distorted skewed and even frozen meshes, even after the significant solution structures have long gone. Some examples of this type of behaviour will be presented in our discussion of the GCL method. For these reasons the overall performance of these methods is, in general, not as good as that of the position-based methods described in the last section, and hence we will spend less time discussing them. We now describe three velocity-based methods: the moving finite element method (MFE), the geometric conservation law method (GCL), and the deformation map method.

### 4.1. Moving mesh finite element methods

The moving finite element method was originally developed by Miller and Miller (1981) and Miller (1981), and represents a very important class of velocity-based moving mesh methods, with much underlying theory and many applications. See, for example, Adjerid and Flaherty (1986), Baines et al. (2005), Beckett et al. (2001a), Cao, Huang and Russell (1999a), Carlson and Miller (1998a, 1998b), Di et al. (2005), Lang et al. (2003), Li et al. (2002) and Wathen and Baines (1985). A very complete survey of these and related methods is given in Baines (1994) and we will only describe them briefly here. The MFE method determines a mesh velocity $\dot{\mathbf{x}}=\mathbf{v}$ through a variational principle coupled to the solution of a PDE by using a finite element method. Specifically, we consider the time-dependent PDE

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\mathcal{L} u \tag{4.1}
\end{equation*}
$$

with $\mathcal{L}$ a spatial differential operator. The continuous version of the MFE determines the solution and the mesh together by minimizing the residual given by

$$
\begin{equation*}
\min _{v, \frac{D u}{D t}} I\left[\mathbf{v}, \frac{D u}{D t}\right] \equiv \int_{\Omega_{P}}\left(\frac{D u}{D t}-\nabla u \cdot \mathbf{v}-\mathcal{L} u\right)^{2} W \mathrm{~d} \mathbf{x} . \tag{4.2}
\end{equation*}
$$

Here the function $W$ is a weight function for which

$$
W=1
$$

in the usual version of MFE described in Miller and Miller (1981) and Miller (1981); alternatively, we can take

$$
W=\frac{1}{1+|\nabla u|^{2}},
$$

for the weighted form of MFE described in Carlson and Miller (1998a, 1998b). Observe that MFE is naturally trying to advect the mesh along with the solution flow. Of course, in practice this equation is discretized using a Galerkin method.

This method is elegant, and when tuned correctly works well (Baines 1994). However, it does have significant disadvantages. One of these is that the functional derivative of $I$ with respect to $\mathbf{v}$ can become singular, and regularization is needed in practice.

### 4.2. Geometric conservation law (GCL) methods

The geometric conservation law (GCL) methods are based upon a direct differentiation of the equidistribution equation with respect to time, to derive an equation for the mesh velocity. In its simplest form the method assumes that the monitor function $M$ is normalized so that the integral of $M$ over
$\Omega_{P}$ is constant (typically unity). If $A$ is an arbitrary measurable set in $\Omega_{C}$ it follows that

$$
I=\int_{A} \mathrm{~d} \boldsymbol{\xi}=\int_{B} M \mathrm{~d} \mathbf{x}
$$

where $B=F(A)$. Now, even if $A$ is fixed, then, as the mesh is moving the set $B$ will typically change with time, with the points on the boundary of $B$ moving with velocity $\mathbf{v}$. An application of the Reynolds transport theorem implies that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{B} M \mathrm{~d} \mathbf{x}=\int_{B} M_{t} \mathrm{~d} \mathbf{x}+\int_{\partial B} M \mathbf{v} \cdot \mathrm{~d} S=\int_{B}\left(M_{t}+\nabla \cdot(M \mathbf{v})\right) \mathrm{d} \mathbf{x}
$$

However, as $A$ is fixed, it follows that $\mathrm{d} I / \mathrm{d} t=0$. Furthermore, the set $A$ is arbitrary. It follows that $M$ and hence $\mathbf{v}$ must satisfy the (geometric) conservation law

$$
\begin{equation*}
M_{t}+\nabla \cdot(M \mathbf{v})=0 \tag{4.3}
\end{equation*}
$$

If $M$ is known, then (4.3) gives an equation for the (mesh) velocity $\mathbf{v}$. This equation must be augmented with the boundary condition

$$
\begin{equation*}
\mathbf{v} \cdot \mathbf{n} \quad \text { on } \quad \partial \Omega_{P} \tag{4.4}
\end{equation*}
$$

The equations (4.3) and (4.4) have a unique solution in one dimension but many solutions in higher dimensions. To determine $\mathbf{v}$ uniquely, additional conditions must be imposed. In the derivation of the optimal transport methods we saw the use of an additional condition on the curl of the solution in the computational space. In the various forms of the geometric conservation law (GCL) methods the curl of the velocity is imposed in the physical space. In particular, for a suitable weight function $w$ and a background velocity field $\mathbf{u}$, the condition

$$
\begin{equation*}
\nabla \times w(\mathbf{v}-\mathbf{u}) \tag{4.5}
\end{equation*}
$$

is imposed, so that for an appropriate potential function $\phi$ we have

$$
\mathbf{v}=\mathbf{u}+\frac{1}{w} \boldsymbol{\nabla} \phi
$$

Here $\phi$ is unknown, and we presume that $\mathbf{u}$ is specified in advance. Substituting into the conservation law, it then follows that $\phi$ satisfies the elliptic partial differential equation

$$
\begin{equation*}
\nabla \cdot\left(\frac{M}{w} \nabla \phi\right)=-M_{t}-\nabla \cdot(M \mathbf{u}) \tag{4.6}
\end{equation*}
$$

with the boundary condition on $\partial \Omega_{P}$ given by

$$
\frac{\partial \phi}{\partial n}=-w \mathbf{u} \cdot \mathbf{n}
$$

This equation is a scalar linear equation for $\phi$ when posed (and solved) in
the computational space. Unlike the MFE methods, this partial differential equation is well-defined for all time. In a similar manner to the optimal mesh methods, we need only solve a scalar equation; however, unlike the optimal mesh methods this equation is linear in the physical coordinates. Observe, further, that unlike certain of the MMPDE-based and variationalbased methods described in Section 3, this system automatically deals with the mesh location on the boundaries. Having determined $\phi$ from this equation, the mesh velocity $\mathbf{v}$ can be determined directly, and the mesh then found from integrating the equation $\mathbf{x}_{t}=\mathbf{v}$ with respect to time using, for example, an SDIRK method. This time integration to give $\mathbf{x}$ has the disadvantage of possibly introducing mesh tangling, and of mesh points moving out of the domain during the course of the integration, if an appropriately coarse discretization is used. This method is described in Cao et al. (2002)

An alternative formulation, also described in Cao et al. (2002), considers a variational formulation, where it is shown that the solution of (4.3) is also the minimizer of the functional

$$
\begin{equation*}
I[\mathbf{v}]=\frac{1}{2} \int_{\Omega_{P}}\left(\left|\nabla \cdot(M \mathbf{v})+M_{t}\right|^{2}+\left(\frac{M}{w}\right)^{2}|\boldsymbol{\nabla} \times w(\mathbf{v}-u)|^{2}\right) \mathrm{d} \mathbf{x} \tag{4.7}
\end{equation*}
$$

This equation can be discretized using a finite element method with basis functions defined over the mesh in the physical space, and $\mathbf{v}$ found using a simple Galerkin method. The mesh points can then also be found from $\mathbf{v}$ through a Galerkin calculation. Details of these calculations are given in Baines et al. $(2005,2006)$, where the GCL method is coupled to an ALE (arbitrary Lagrangian-Eulerian) method for discretizing the underlying PDE.

In the usual implementation of the GCL method the weight function

$$
w=1
$$

is taken. This gives an irrotational mesh (in the physical coordinates) when the background velocity $\mathbf{u}=0$. In many implementations of $\mathrm{GCL}, \mathbf{u}=0$. However, for certain applications, such as in computational fluid dynamics, the background velocity can be taken to be the flow velocity.

The appeal of the GCL methods is that to find $\phi$ (and hence $\mathbf{v}$ ) we need only solve a scalar linear elliptic partial differential equation. This seems to have the advantage over the optimal transport methods, which require the solution of a nonlinear equation. However, like other velocity-based methods it has the potential disadvantages of having problems with mesh tangling and mesh skewness as the mesh points follow the moving features in a monitor function. Furthermore, we require the solution of the mesh equations in the physical domain rather than the computational domain. This loses some of the speed advantages gained (by, for example, the use of spectral methods) when solving the mesh equations on a very uniform mesh in the computational domain.

We now consider two examples taken from Cao et al. (2002) of the application of the GCL method, which allow direct comparison with the optimal-transport-based methods described in Section 3.
Example 1. This first example looks at the mesh generated by a monitor function which concentrates points around a moving disc. This is considered to be a difficult test problem for a moving mesh method. We have

$$
M_{1}(x, y, t)=\frac{d(x, y, t)}{\int_{\Omega_{P}} d(\tilde{x}, \tilde{y}, t) \mathrm{d} \tilde{x} \mathrm{~d} \tilde{y}}
$$

where

$$
\begin{aligned}
d(x, y, t)=1+5 \exp (-50 \mid & \left(x-\frac{1}{2}-\frac{1}{4} \cos (2 \pi t)\right)^{2} \\
& \left.\left.+\left(y-\frac{1}{2}-\frac{1}{4} \sin (2 \pi t)\right)^{2}-0.01 \right\rvert\,\right)
\end{aligned}
$$

Results are shown in Figure 4.1.
If we compare the calculated mesh to that of the identical Example 1 in the application of the PMA method in Section 3 (see p. 181), we see that the GCL method has not performed as well in this case. In particular, we see some significant effects of mesh distortion, and of mesh points lagging behind, with the Lagrangian-based method leading to mesh skewness and eventually to tangling and singular behaviour. This is in contrast to the much more regular mesh generated by the position-based PMA method.

Example 2. In this second example we consider a monitor function which concentrates mesh points around an oscillating front:

$$
M_{1}(x, y, t)=\frac{d(x, y, t)}{\int_{\Omega_{P}} d(\tilde{x}, \tilde{y}, t) \mathrm{d} \tilde{x} \mathrm{~d} \tilde{y}}
$$

where

$$
d(x, y, t)=1+5 \exp \left(-50\left|y-\frac{1}{2}-\frac{1}{4} \sin (2 \pi x) \sin (2 \pi t)\right|\right)
$$

The results of using the GCL method in this case are shown in Figure 4.2.
We can compare this mesh to that generated in Example 2 of the application of the PMA method (see p. 183). We can see that the GCL method has successfully followed the moving sine wave, but unlike the mesh generated by the PMA method, there is a small degree of instability, manifested by some oscillations of the mesh visible when $t=1$ which are not present in the mesh when $t=0$.


Figure 4.1. Example 1. Moving meshes at time $t=0$ (a), $t=0.5$ (b), $t=0.75$ (c), $t=1$ (d).


Figure 4.2. Example 2. Moving meshes generated by the GCL method at times $t=0(\mathrm{a}), t=0.25$ (b), $t=0.75$ (c), $t=0$ (d).

### 4.3. The deformation map method

Deformation map methods take a strongly differential geometric approach to moving mesh generation. Liao and his co-workers (Liao and Anderson 1992, Semper and Liao 1995, Liao and Xue 2006) have proposed a moving mesh method based on deformation maps. Such maps were introduced by Moser (1965) and Dacorogna and Moser (1990) in their study of volume elements of a compact Riemannian manifold, to prove the existence of a $C^{1}$ diffeomorphism with specified Jacobian. In this method, the mapping $\mathbf{x}=F(\boldsymbol{\xi}, t): \Omega_{C} \rightarrow \Omega_{P}$ is determined from the system of equations

$$
\begin{align*}
\mathbf{x}_{t} & =\frac{1}{M(\mathbf{x}, t)} \boldsymbol{\nabla} \phi(\mathbf{x}, t) & & \text { in } \Omega_{P} \\
\Delta \phi & =-\frac{\partial M}{\partial t} & & \text { in } \Omega_{P}  \tag{4.8}\\
\frac{\partial \phi}{\partial n} & =0 & & \text { on } \partial \Omega_{P}
\end{align*}
$$

It is easy to see that (4.8) corresponds to the system (4.6), the GCL method formulation which involves the potential function $\phi$ in the case where $\mathbf{u}=0$ and $w=M$.

Dacorogna and Moser also use the alternative formulation in Bochev, Liao and Pena (1996), given by

$$
\begin{align*}
\mathbf{x}_{t} & =\frac{\boldsymbol{\nu}(\mathbf{x}, t)}{M(\mathbf{x}, t)} & & \text { in } \Omega_{P} \\
\boldsymbol{\nabla} \cdot \boldsymbol{\nu} & =-\frac{\partial M}{\partial t} & & \text { in } \Omega_{P}  \tag{4.9}\\
\boldsymbol{\nabla} \times \boldsymbol{\nu} & =0 & & \text { on } \partial \Omega_{P}
\end{align*}
$$

Note that letting $\boldsymbol{\nu}=M \mathbf{v}$, this becomes the div-curl system (4.3) and (4.5) with $\mathbf{u}=0$ and $w=M$.

The equation for $\mathbf{x}_{t}$ in both cases is nonlinear, and for simplicity explicit time integration schemes are used by Liao and his co-workers. For (4.8), the solution of the potential equation for $\phi$ is straightforward. However, an implicit integration of (4.8) requires interpolation of the potential function $\phi$ for values at points other than grid nodes, and the flux-free boundary condition cannot generally be preserved. For (4.9), the div-curl system is solved using a least-squares approach.

### 4.4. Some other velocity-based methods

The natural idea of moving mesh points, so that the velocity of the points reflects the underlying dynamics of the solution, has led to many other velocity-based methods besides those described above. In the velocitybased methods of Anderson and Rai (1983), the mesh is moved according to
attractive and repulsive pseudo-forces between nodes, motivated by a spring model in mechanics. Petzold (1987) obtains an equation for mesh velocity by minimizing the time variation of both the unknown variable and the spatial coordinate in computational coordinates and adding a diffusion-like term to the mesh equation. The method of Hyman and Larrouturou (1986, 1989) also simulates attraction and repulsion pseudo-forces.

In contrast, Dorodnitsyn (1991, 1993a, 1993b) and his co-workers (Dorodnitsyn and Kozlov 1997, Kozlov 2000) have derived a series of velocitybased methods in which the underlying symmetries of the PDE to be solved are used to guide the movement of the grid points. Such methods have the potential to preserve all of the symmetric invariants of the underlying PDE in the discretized system, and indeed precisely these invariants are used in the calculation of the mesh points. They are closely related to the (position-based) scale-invariant methods described in the next section. Such methods can also lead to conservation laws derived from a discrete version of Noether's theorem. They have been applied in Dorodnitsyn and Kozlov (1997) to solve a variety of nonlinear diffusion equations, and in Budd and Dorodnitsyn (2001) to integrate the nonlinear Schrödinger equation. The main disadvantage of these methods is that they tend to be highly nonlinear, and the equations for the mesh points hard to solve. More details of the implementation and application of these methods are given in Budd and Piggott (2005).

## 5. Applications of moving mesh methods

In this final section we look at some applications of moving mesh methods to a variety of problems related to the solution of partial differential equations. As described in Section 1, there are a vast number of problems for which moving mesh methods have been used with great success, and we cannot hope to summarize all of them in this section. For example, one of the most important applications arises in fluid mechanics, and reviews of these, comparing many different methods and problems, are given in Baines (1994), Eisman (1985), Tang (2005), Tang and Tang (2003) and Yanenko et al. (1976).

Instead, we look in this section at some specific problems and classes of problems which aim to highlight some of the special advantages and disadvantages of the moving mesh method for solving partial differential equations. In particular we look at problems where moving meshes can exploit natural solution scaling structures (including self-similarity); blow-up problems in which solution singularities arise in finite time; and problems such as Burgers' equation, where moving meshes are used to capture the motion of moving fronts, and two physical problems, one in combustion and the other in meteorology. Two primary goals are to describe analytical techniques for
solving nonlinear PDEs which can often be naturally modified for moving mesh algorithms, in such a way that the discrete solutions share common properties with the (unknown) analytical solutions; and to show that the sharing of the common structures leads to efficient adaptive methods.

### 5.1. Symmetry, self-similar solutions and scale invariance

Many naturally occurring physical systems have an invariance under symmetries including translations, rotations and changes of scale, and this is reflected in the partial differential equations that describe them. The solutions of these equations may then either be themselves invariant under (combinations of) these symmetries, the self-similar solutions, or they can be transformed into other solutions through the application of symmetry operators. Conservation laws can be linked through Noether's theorem (Olver 1986, Dorodnitsyn 1993b) to many of the continuous symmetries.

An example of such a system is Burgers' equation,

$$
\mathbf{u}_{t}+\mathbf{u} \cdot \nabla u=\nu \Delta \mathbf{u}
$$

which is invariant under rotations in space and translations in both space and time. It admits travelling-wave solutions which are self-similar solutions coupling spatial and temporal translation, with the wave speed giving the coupling. The waves can be at any orientation, and the action of a rotation is to map one wave to another. In other systems a rescaling of space, time and of the solution leaves the partial differential equations governing the system invariant. Such changes of scale were first observed by Kepler in his studies of the solar system and summarized in his famous third law, in which he observed that if a planetary orbit existed with a solution (in polar coordinates) given by $(r(t), \theta(t))$ then there was also a solution of the form $\left(\left(\lambda^{3} r\left(\lambda^{2} t\right)\right), \mathcal{O}\left(\lambda^{2} t\right)\right)$ for any positive value of $\lambda$. Such scaling invariance also arises in the equations of fluid and gas dynamics, nonlinear optics and many biological systems. An excellent summary of scale-invariant systems with such properties is given in the book by Barenblatt (1996).

We can then ask the question of whether a numerical method can be constructed which is also invariant under symmetries. More generally, an adaptive method can be designed to exploit the symmetries in the problem. In a sense, the answer to this question is obvious as we can always perform an a priori scaling of the problem and then use a method in the scaled coordinates. However, this assumes more knowledge of the physical system than we may easily have available to us. Indeed, for some systems there are a number of different possible changes of scale, and it is not a priori obvious which one correctly describes the system evolution.

We now show how several of the moving mesh strategies described earlier, particularly those based on moving mesh partial differential equations, can be very effectively applied to such problems with symmetry. Such methods
have several important properties. If carefully designed they can admit discrete self-similar solution, they can have (local truncation) errors which are invariant under changes in the scale of the problem, they can have discrete conservation laws, and they can cope with symmetric singular structures. Such problems have been studied by a number of authors: Budd et al. (1996), Baines et al. (2006), Budd and Piggott (2005), Ceniceros and Hou (2001), Dorodnitsyn (1991, 1993b) and Kozlov (2000).

The underlying problem that we will consider is the partial differential equation

$$
\begin{equation*}
u_{t}=f(u, \nabla u, \Delta u, \ldots) \tag{5.1}
\end{equation*}
$$

Observe that this equation is invariant under translations in space and time and also rotations in space. We also assume it to be invariant under the action of the scaling symmetry (or symmetries)

$$
\begin{equation*}
t \rightarrow \lambda, \quad \mathbf{x} \rightarrow \lambda^{\alpha} \mathbf{x}, \quad u \rightarrow \lambda^{\beta} u \tag{5.2}
\end{equation*}
$$

The objective is now to derive an adaptive method which reflects the underlying symmetries. This can be achieved if, away from any finite boundaries, the equations describing the mesh (regardless of whether these are position- or velocity-based) are invariant under the action of the same symmetry operations as the underlying PDE, so that translations in space and time rotations and scalings of the form (5.1) leave the mesh equations invariant. This is in many ways a very natural question to ask of an $r$-adaptive method, for which the mesh may be regarded as a dynamic object, amenable to the action of symmetries involving space and time. It is much harder to see how $h$ - and $p$-type methods can be considered in this manner.

As an example of such a problem (see also Baines et al. (2006) for the use of an adaptive ALE method in higher dimensions, and Dorodnitsyn (1993a) and Dorodnitsyn and Kozlov (1997) for a more abstract treatment), we consider the one-dimensional porous medium equation given by

$$
\begin{equation*}
u_{t}=\left(u^{m}\right)_{x x} \tag{5.3}
\end{equation*}
$$

where we consider this equation posed on the whole real line, with mild decay conditions on the solution $u$ at $\infty$. This partial differential equation is invariant under two different, and independent, changes of scale, one of space and the other of the solution. These are given by

$$
t \rightarrow \lambda t, \quad x \rightarrow \lambda^{1 / 2} x
$$

and

$$
t \rightarrow \mu t, \quad u \rightarrow \mu^{1 /(m-1)} u
$$

Any (linear) combination of these two changes of scale will also leave the equation (5.3) invariant.

Whilst the PDE may be invariant under the action of a symmetry group, not all of the solutions have this property, although any one solution can be mapped into another by the action of the symmetry operator. Those solutions which are themselves invariant under the action of the symmetry operator are termed the self-similar solutions. A self-similar solution satisfies the functional equation

$$
\begin{equation*}
u\left(\lambda t, \lambda^{\alpha} \mathbf{x}\right)=\lambda^{\beta} u(t, \mathbf{x}) \tag{5.4}
\end{equation*}
$$

Such a solution can be described in terms of a new set of coordinates, typically of the form

$$
\begin{equation*}
u(t, \mathbf{x})=t^{\beta} v(\mathbf{z}), \quad \mathbf{z}=\mathbf{x} / t^{\beta} \tag{5.5}
\end{equation*}
$$

In the case of the porous medium equation, the self-similar solution with constant mass takes the form

$$
u(t, x)=t^{-1 / 3} v\left(x / t^{1 / 3}\right)
$$

The function $v(\mathbf{z})$ generally satisfies an ordinary differential equation, which is much simpler than the original PDE. The solutions of this ODE which correspond to solutions of the PDE are generally those with certain decay or boundedness conditions as $|\mathbf{z}| \rightarrow \infty$. This allows the construction of exact solutions to PDEs in many cases. In the example of the porous medium equation we have the famous Barenblatt-Pattle solution (Barenblatt 1996), given by

$$
u(x, t)=t^{-1 / 3}\left(a-x^{2} / t^{2 / 3}\right)_{+}
$$

where $a$ is a constant. Significantly such solutions are globally attracting (in the sense of $L_{1}$-convergence. An extensive description of such problems is given in Barenblatt (1996) and Olver (1986).

More generally, solutions of PDEs with symmetries may also take the form

$$
\begin{equation*}
u(t, \mathbf{x})=U(t) v(\mathbf{z}), \quad \text { where } \quad \mathbf{z}=\mathbf{x} / L(t) \tag{5.6}
\end{equation*}
$$

Here $U(t)$ and $L(t)$ are appropriate solution and length scales. In the case of self-similar solutions these are pure powers of $t$ (or a translation of $t$ ) but they can take more general forms. For example, in the case of the blow-up equation,

$$
u_{t}=u_{x x}+u^{3},
$$

with $u \rightarrow \infty$ as $t \rightarrow T$, we have

$$
U(t)=(T-t)^{-1 / 2} \quad \text { and } \quad L(t)=(T-t)^{1 / 2}|\log (T-t)|
$$

Such solutions are called approximately self-similar solutions (Samarskii, Galaktionov, Kurdyumov and Mikhailov 1973). Examples of this type of
behaviour also arise in the nonlinear Schrödinger equation in dimension two, and in the chemotaxis equations of mathematical biology.

The self-similar (and approximately self-similar) solutions of PDEs can play an important role in the description of the solution (beyond the fact that they lead to exact solutions). This is because they often describe very well the intermediate asymptotics of the solution, which is the behaviour of the solution after the transient effects of any initial conditions and before boundary terms become important. They are also often effective in describing certain singular types of behaviour such as the peaks in the blow-up and related problems, and also the interfaces in various problems in gas dynamics (Barenblatt 1996). It is therefore useful to have numerical methods which can accurately reproduce self-similar behaviour when it arises in applications. One method that has been used is to make an a priori choice of (self-similar) variables, so that the PDE can be reduced to an ODE and to then solve this ODE numerically. This method, however, has a number of disadvantages. Firstly, it cannot deal with general initial and boundary conditions satisfied by the PDE. Secondly, there may often be several symmetry groups acting on a partial differential equation and it may often not be at all clear which (if any) leads to a self-similar solution. Indeed, there are many problems (for example the heat equation posed on a finite interval with an initially highly localized solution) which may have one form of self-similar behaviour for part of the evolution and another over longer times (for example when the solution of the heat equation interacts with the boundary). Problems of this form (called type II self-similar solutions in Barenblatt (1996)) are extremely hard to analyse in advance of any PDE calculation.

An alternative approach, which makes considerable use of the $r$-adaptive methods, is to use a numerical method which admits the same scaling invariances as the original PDE away from any boundaries. Such methods are called scale-invariant (Budd and Piggott 2005, Baines et al. 2006) as they perform identically under the scaling transformations.

The key to the design and implementation of such methods lies in the use of the moving mesh partial differential equations to describe the location of the mesh points. By an appropriate choice of monitor function it is often possible to construct such MMPDEs to be invariant under the action of the scaling transformations. The advantages of such methods are as follows.

- They usually have discrete self-similar solutions which inherit many of the properties of the underlying self-similar solutions.
- If designed carefully they may work for several types of scaling symmetry and thus can be used in the case of type II self-similarity when the exact scaling group is not known in advance.
- They can be applied to problems with arbitrary initial and boundary conditions
- They can have relative truncation errors which are independent of the scale of the solution (Budd, Leimkuhler and Piggott 2001, Baines et al. 2006)

We give a partial proof of these results presently. A further, but less general, advantage of such methods is that they also often preserve the asymptotic properties of the (approximately) self-similar solutions. This is seen both in the global convergence towards the self-similar solutions of the porous medium equation, and the local convergence towards the singular profile described by the approximately self-similar solution of the blow-up equation.

We start this calculation by looking at a moving mesh method in one dimension for which the moving mesh PDE is given by MMPDE1 and for which the monitor function is a function of $u$ and $u_{x}$, so that

$$
\left(M\left(u, u_{x}\right) x_{\xi}\right)_{\xi}=0 .
$$

If this is to be invariant under the action of the scaling symmetry $t \rightarrow$ $\lambda t, x \rightarrow \lambda^{\beta} x, u \rightarrow \lambda^{\gamma} u$, we require that

$$
\left(M\left(\lambda^{\gamma} u, \lambda^{\gamma-\beta} u_{x}\right) \lambda^{\beta} x_{\xi}\right)_{\xi}=0 .
$$

This is satisfied (for all $\beta$ ) provided that the monitor function satisfies the functional equation

$$
\begin{equation*}
M\left(\lambda^{\gamma} u, \lambda^{\gamma-\beta} u_{x}\right)=\lambda^{\theta} M\left(u, u_{x}\right), \tag{5.7}
\end{equation*}
$$

where $\theta$ is arbitrary. Many monitor functions do not satisfy this functional equation, for example the simple arclength monitor $M=\sqrt{1+u_{x}^{2}}$ (although it approximately satisfies it when $\left|u_{x}\right|$ is large). However, it is certainly possible to find functions that do, and a simple example is given by

$$
M\left(u, u_{x}\right)=u^{\delta}
$$

for some choice of $\delta$. Observe that this monitor function is invariant under a very arbitrary set of scaling symmetries and using it poses no explicit a priori scaling on the solution. It is thus very useful when considering self-similar solutions of type II.
As an example we consider the porous medium equation in the form

$$
\begin{equation*}
u_{t}=\left(u u_{x}\right)_{x} \quad|u| \rightarrow 0 \quad \text { as } \quad|x| \rightarrow \infty . \tag{5.8}
\end{equation*}
$$

It is easy to see that the first integral of this solution is constant, and we may scale the solution so that, for all $t$, we have

$$
\int_{-\infty}^{\infty} u \mathrm{~d} x=1
$$

It is then natural to choose $M=u$ so that the monitor function has unit integral over the physical domain. It follows immediately that

$$
\begin{equation*}
M x_{\xi}=1 \tag{5.9}
\end{equation*}
$$

Furthermore, from the geometric conservation law given by

$$
M_{t}+(M \dot{x})_{x}=0,
$$

we have

$$
u_{t}+(u \dot{x})_{x}=0
$$

Substituting for $u_{t}$ and integrating gives

$$
u\left(u_{x}+\dot{x}\right)=0
$$

so that the Lagrangian equation for the mesh points is given by

$$
\begin{equation*}
\dot{x}=-u_{x} \tag{5.10}
\end{equation*}
$$

This equation is used in Dorodnitsyn (1993a) and Dorodnitsyn and Kozlov (1997) as the equation of motion of all of the mesh points. Note that this is also the equation for the movement of the leading edge of the front of those solutions of the porous medium equation which have compact support. The same monitor function is used in Baines et al. (2006) to compute solutions of the porous medium equation using the scale-invariant ALE method.

In the usual manner, either of the equations (5.9) and (5.10) can be discretized and solved simultaneously with the porous medium equation (5.8) (see Budd, Collins, Huang and Russell (1999b) for more details), so that the discrete solution and mesh points are given by

$$
U_{i} \approx u\left(X_{i}, t\right), \quad X_{i}=x(i \Delta \xi)
$$

A similar procedure can also be used with a variational formulation in higher dimensions (Baines et al. 2006)

It is immediate (see Budd et al. (1999b)) that any such discretization admits a discrete self-similar solution of the form

$$
\begin{equation*}
U_{i}=t^{-1 / 3} V_{i}, \quad X_{i}=t^{1 / 3} Z_{i} \tag{5.11}
\end{equation*}
$$

It can also be shown (Budd and Piggott 2005) that such self-similar solutions are not only locally stable, but are also global attractors, so that they correctly organize the qualitative long-term dynamics of the solution and even obey a discrete maximum principle.

### 5.1.1. Construction of scale-invariant MMPDEs

The porous medium equation has relatively benign dynamics, which allows us to use a relatively simple moving mesh equation to evolve the mesh. In the case of systems with more extreme forms of dynamics, such as that
arising in shocks or localized singularities, it is usually necessary to use a more sophisticated moving mesh equation to avoid mesh instabilities.

In one dimension two possible equations for the mesh are the moving mesh PDEs MMPDE5 and MMPDE6, given by

$$
\begin{equation*}
\epsilon x_{t}=\left(M x_{\xi}\right)_{\xi}, \quad-\epsilon x_{\xi \xi t}=\left(M x_{\xi}\right)_{\xi} . \tag{5.12}
\end{equation*}
$$

Suppose that these are used to solve a system which has intrinsic solution, length and time scales given respectively by $U, L$ and $T$ and a derived scale $\Lambda$ for the monitor function $M$. As the computational variable $\xi$ is independent of scale, the left-hand side of each of these two MMPDEs scales as $L / T$ and the right-hand side as $\Lambda L$. These two balance (so that the mesh evolves at the same rate as the underlying solution) provided that

$$
\begin{equation*}
\frac{1}{T}=\Lambda \tag{5.13}
\end{equation*}
$$

Observe that this condition is independent of the spatial length scale $L$. The implication of this is that if the monitor function $M(u, x)$ depends upon $u$ and $x$, then this satisfies (5.13) provided that

$$
\begin{equation*}
M(U u, L x)=\frac{1}{T} M(u, x) \tag{5.14}
\end{equation*}
$$

This is a more severe condition than the condition (5.14) for MMPDE1, but is necessary to ensure that the mesh calculation does not destabilize the calculation of the solution of the PDE. It has the useful property that it often gives a precise characterization of the necessary form of the monitor function appropriate to one scaling transformation. A disadvantage of this approach is, however, that it may not always (or indeed generally) be possible to capture all possible scaling transformations in a single monitor function satisfying (5.14). Thus some a priori knowledge of the expected solution behaviour might be necessary in this case.

As an example we will consider the radially symmetric solutions of the cubic nonlinear Schrödinger equation. This equation has the form

$$
\begin{equation*}
\mathrm{i} u_{t}+u_{r r}+\frac{n-1}{r} u_{r}+u|u|^{2}=0 \tag{5.15}
\end{equation*}
$$

where $r=|x|$ and $n$ is the spatial dimension. If $n \geq 2$ this can have solutions which develop singularities (in amplitude and phase) in a finite time. The equation (5.15) is invariant under the action of the scaling group

$$
t \rightarrow \lambda t, \quad r \rightarrow \lambda^{1 / 2} r \quad u \rightarrow \lambda^{-1 / 2} u
$$

as well as the unitary multiplicative group

$$
t \rightarrow t, \quad r \rightarrow r, \quad u \rightarrow \mathrm{e}^{\mathrm{i} \phi} u, \quad \phi \in R
$$

This system develops singularities in a finite time $T$ with a natural time
scale of $(T-t)$, a length scale of $L=(T-t)^{1 / 2}$, and a solution scale of $U=(T-t)^{-1 / 2}$. For the moving mesh PDE based on a simple monitor function of the form $M(u)$ to be invariant under the action of the unitary multiplicative group, we require that

$$
M(u)=M(|u|)
$$

The condition (5.14) then implies that

$$
M\left((T-t)^{-1 / 2} u\right)=\frac{1}{(T-t)} M(u)
$$

Both conditions are satisfied if

$$
\begin{equation*}
M(u)=|u|^{2} \tag{5.16}
\end{equation*}
$$

Calculations using a regularized form of this monitor function are described in Section 5.2.2.

Scale-invariant moving mesh methods for a general class of scale-invariant PDEs can also be constructed in higher dimensions, say $\mathbf{x} \in \mathbb{R}^{n}$. We consider two cases, firstly the method of Ceniceros and Hou (2001), and then the optimal transport method. The first of these describes a two-dimensional moving mesh generated by the PDE system

$$
x_{t}=\nabla_{\boldsymbol{\xi}} \cdot\left(M \nabla_{\boldsymbol{\xi}} x\right), \quad y_{t}=\nabla_{\boldsymbol{\xi}} \cdot\left(M \nabla_{\boldsymbol{\xi}} y\right)
$$

This system scales in an identical manner to both MMPDE5 and MMPDE6, and consequently is scale-invariant provided that the monitor function $M$ satisfies the condition (5.14). In the case of optimal transport in an $n$ dimensional system, the PMA equation gives a mesh from $\nabla_{\boldsymbol{\xi}} Q$, where $Q$ satisfies the PDE

$$
\begin{equation*}
(I-\gamma \Delta) Q_{t}=(M(u) H(Q))^{1 / n} \tag{5.17}
\end{equation*}
$$

Now, if the underlying problem has the natural scaling symmetry $\mathbf{x} \rightarrow \lambda \mathbf{x}$, then this is equivalent to the scaling symmetry $Q \rightarrow L Q$. It is immediate that

$$
H(L Q)=L^{n} H(Q)
$$

It then follows immediately that (5.17) is invariant under the action of the scaling symmetries provided that the monitor function satisfies the functional equation

$$
\begin{equation*}
M(U u, L \mathbf{x})^{1 / n}=\frac{1}{T} M(u, \mathbf{x}) \tag{5.18}
\end{equation*}
$$

We note that, in two dimensions, the scaling structure of the function $Q$ also implies that the mesh skewness $s$, as defined in Section 3 by the relation

$$
s=\frac{\Delta(Q)^{2}}{H(Q)}-2
$$

is invariant under the scale change $Q \rightarrow L Q$. This implies that, if the mesh is generated by a scale-invariant PMA-type method, then any mesh regularity is preserved under scaling.

### 5.1.2. Discrete self-similar and approximately self-similar solutions

As mentioned above, a significant benefit of using a scale-invariant adaptive scheme is that it admits discrete self-similar solutions. One reason for this is the almost trivial, yet very important, observation that:

The actions of discretization and of rescaling commute,
where here a discretization can be any of a finite difference, collocation, finite element or a finite volume method. (This means that a discretization of a rescaled solution will be identical to a rescaling of a discrete solution.) More formally, if the PDE is invariant under the action of the scaling group

$$
t \rightarrow \lambda t, \quad \mathbf{x} \rightarrow \lambda^{\beta} \mathbf{x}, u \rightarrow \lambda^{\alpha} u
$$

then a continuous self-similar solution takes the form

$$
\begin{equation*}
u(\mathbf{x}, t)=t^{\alpha} v(\mathbf{y}) \quad \mathbf{y}=\mathbf{x} / t^{\beta} \tag{5.19}
\end{equation*}
$$

In terms of the computational variables, this becomes

$$
u(\mathbf{x}(\boldsymbol{\xi}, t))=t^{\alpha} v(\boldsymbol{\xi}), \quad \mathbf{x}(\boldsymbol{\xi}, t)=t^{\beta} \mathbf{y}(\boldsymbol{\xi})
$$

for appropriate functions $v$ and $y$. This leads immediately to a discrete self-similar solution of the form

$$
\begin{equation*}
U_{i}(t)=t^{\alpha} V_{i}, \quad X_{i}(t)=t^{\beta} Y_{i} \tag{5.20}
\end{equation*}
$$

For convenience we now study this discrete self-similar solution in the context of a prototypical example, a one-dimensional system governed by a semilinear second-order PDE of the form

$$
u_{t}=u_{x x}+f(u), \quad \text { or in Lagrangian form } u_{t}=u_{x x}+f(u)+\dot{x} u_{x}
$$

This PDE is invariant under the action of the scaling group

$$
t \rightarrow \lambda t, \quad x \rightarrow \lambda^{1 / 2} x, \quad u \rightarrow \lambda^{\alpha} u
$$

(so that $\beta=1 / 2$ ), provided that the function $f(u)$ satisfies the functional equation

$$
f\left(\lambda^{\alpha} u\right)=\lambda^{\alpha-1} f(u)
$$

Substituting the expression for the self-similar solution (5.19), and setting $\beta=1 / 2$, we see that the function $v(y)$ must satisfy the ordinary differential equation

$$
\begin{equation*}
\alpha v-\frac{y}{2} v_{y}=v_{y y}+f(v), \quad \text { so that } \quad \alpha v=v_{y y}+f(v)+\frac{y}{2} v_{y} . \tag{5.21}
\end{equation*}
$$

Now consider a simple centred finite difference discretization of the Lagrangian form of the underlying PDE, which takes the form

$$
\dot{U}_{i}=\frac{\frac{U_{i+1}-U_{i}}{X_{i+1}-X_{i}}-\frac{U_{i}-U_{i-1}}{X_{i}-X_{i-1}}}{\frac{1}{2}\left(X_{i+1}-X_{i-1}\right)}+f\left(U_{i}\right)+\dot{X}_{i} \frac{U_{i+1}-U_{i-1}}{\left(X_{i+1}-X_{i-1}\right)}
$$

We can substitute (5.20) directly into this expression to give

$$
\begin{equation*}
\alpha V_{i}=\frac{\frac{V_{i+1}-V_{i}}{Y_{i+1}-Y_{i}}-\frac{V_{i}-V_{i-1}}{Y_{i}-Y_{i-1}}}{\frac{1}{2}\left(Y_{i+1}-Y_{i-1}\right)}+f\left(V_{i}\right)+\frac{Y_{i}}{2} \frac{V_{i+1}-V_{i-1}}{\left(Y_{i+1}-Y_{i-1}\right)} . \tag{5.22}
\end{equation*}
$$

It is immediately obvious that (5.22) is a consistent discretization of the ordinary differential equation (5.21) so that the function $v(y)$ will be approximated by $V_{i}$ at the (time-independent computational) mesh point $Y_{i}$. Note further that the discretization error in approximating $v$ by $V_{i}$ is independent of the solution scale. In the case of systems such as the blow-up problems of Section 5.2, this implies that the asymptotic form of the singularity at the peak will be approximated with uniform accuracy for peaks with very small spatial scales (and correspondingly large solution scales). We note, however, that other errors do arise at points where the (rapidly) moving mesh following the evolving peak matches a nearly stationary mesh in the regions closer to the boundary of the domain.

To determine the location of the points $Y_{i}$ in terms of the computational variables, we must apply the MMPDE used to evolve the mesh. Again, to give an example we consider MMPDE5. Substituting (5.20) into a standard discretization of MMPDE5 gives the following discrete equation for $Y_{i}$ :

$$
\begin{equation*}
\frac{1}{2} Y_{i}=\frac{1}{2 \Delta \xi^{2}}\left(M_{i+1 / 2}\left(Y_{i+1}-Y_{i}\right)-M_{i-1 / 2}\left(Y_{i}-Y_{i-1}\right)\right) \tag{5.23}
\end{equation*}
$$

Crucially, we note that the functional equation (5.14) satisfied by the monitor function $M$ allows this rescaling to be made. Similar discrete equations arise for other choices of MMPDE, provided that $M$ satisfies (5.14).

We note that exactly the same rescalings are possible in higher-dimensional problems using moving meshes generated by any other methods described in this subsection, and for any other form of discretization (provided that the processes of discretization and rescaling commute).

It is also possible to construct approximate discrete self-similar solutions in cases where the underlying solution is better described by approximate self-similar variables. Details of the calculations in this case are given in Budd and Williams (2006).

As an example of this we return to the porous medium equation in one dimension. For this problem, for all constants $C>0$ there is a self-similar solution $u_{s}(x, t)$ of the form

$$
u_{s}(x, t)=(t+C)^{-1 / 3} v(y), \quad x=(t+C)^{1 / 3} y
$$

where the function $v(y)$ is given by the Barenblatt-Pattle profile (Barenblatt 1996). It is also well known that any positive initial data lead to a solution $u(x, t)$, which converges towards to a self-similar solution in the sense that

$$
t^{1 / 3} u\left(t^{1 / 3} y, t\right) \rightarrow v(y)
$$

Similarly, it is shown in Budd et al. (1999b) that if the monitor function is chosen to give a scale-invariant scheme (for example $M=u$ ), then this scheme admits a set of discrete self-similar solutions on a moving mesh which take the form

$$
U_{i}(t)=(t+C)^{-1 / 3} V_{i}, \quad X_{i}(t)=(t+C)^{1 / 3} Y_{i}
$$

Note that the product

$$
W_{i} \equiv U_{i} X_{i}=V_{i} Y_{i}
$$

is invariant in time. In Figure 5.1 we show the results of a computation presented in the computational domain, using a scale-invariant moving mesh method with $M=u$ and a centred finite difference discretization. In this calculation the initial data at $t=0$ were taken to be an irregular function, and results are plotted at times $t=0$ and $t=10$. We also show (dashed) two discrete self-similar solutions with values of $C$ chosen so that they initially lie above and below the solution. Note that the solution calculated is sandwiched between these two functions. We also present the corresponding mesh $X_{i}(t)$ and the scaled mesh $Y_{i}(t)=X_{i}(t) / t^{1 / 3}$. It is clear from these figures that the computed solution converges towards the discrete selfsimilar solutions (in correspondence with the continuous theory) and that the moving mesh tends towards the one for which $Y_{i}$ is constant in time so that $X_{i}(t)$ scales asymptotically as $t^{1 / 3}$. Similar figures for solutions of the porous medium equation computed using a scale-invariant ALE method in two dimensions are given in Baines et al. (2006).

### 5.2. Blow-up and related problems

### 5.2.1. Parabolic blow-up

As mentioned in Section 5.1, a significant success in the application of moving mesh methods occurs in the study of parabolic partial differential equations (and also of systems of PDEs) which have solutions that blow up, so that the solution, or some derivative of it, becomes infinite in a finite time $T$. We now consider such problems in a little more detail. Blow-up in the solution often represents an important change in the properties of the model that the equation represents (such as the ignition of a heated gas mixture), and it is important that it is reproduced accurately in a numerical computation. A survey of many different types of blow-up problem is presented in Samarskii et al. (1973). Blow-up typically occurs on increasingly small time and length scales, and hence it is usually essential to use both


Figure 5.1. Convergence of the solution in the computational domain to the discrete self-similar solution. Note the invariance of the solution profile in this domain. We also show the evolution of the mesh and note that this scales as $t^{1 / 3}$.
temporarily and spatially adaptive methods for any such computation. A survey of methods and underlying numerical theory for blow-up-type problems is given in Budd et al. (1996), with more recent references in Budd and Williams (2006), Ceniceros and Hou (2001) and Huang, Ma and Russell (2008). Mesh refinement ( $h$-adaptive) methods have been used in some numerical studies of blow-up, including the dynamic rescaling methods, such as those described in Berger and Kohn (1988), but moving mesh methods have proved to be more effective in both one and two dimensions. This is due, in part, to the strong scaling symmetry properties of the solution close to blow-up (where the effects of boundary and initial conditions become progressively less important), and the way that this can be exploited by using the scale-invariant methods described in Section 5.1.

A prototype example of a blow-up system is the parabolic partial differential equation

$$
\begin{equation*}
u_{t}=\Delta u+u^{p}, x \in \Omega, \quad p>1,\left.\quad u\right|_{\partial \Omega}=0 \tag{5.24}
\end{equation*}
$$

This has the property of single-point blow-up in that for certain types of sufficiently large initial data, there is a point $\mathbf{x}^{*}$ and a finite time $T$ so that

$$
u\left(x^{*}, t\right) \rightarrow \infty \quad \text { as } \quad t \rightarrow T
$$

Close to the point $\mathbf{x}^{*}$ the solution develops a narrow peak which evolves in an approximately self-similar manner. It is not uncommon to consider solutions which change by ten orders of magnitude, with a reduction in the solution length scale by a similar amount. It is essential to use an adaptive method to capture such behaviour accurately.

Example 1. The first example that we consider is given by

$$
\begin{array}{rlrl}
u_{t} & =\Delta u+u^{3}, & \mathbf{x}=(x, y) \in \Omega=(0,1)^{2} \\
u(\mathbf{x}, t) & =0, & \mathbf{x} \in \partial \Omega  \tag{5.25}\\
u(\mathbf{x}, 0) & =5 \exp \left(-25(x-0.45)^{2}-25(y-0.35)^{2}\right)
\end{array}
$$

This problem has the natural scaling symmetry

$$
t \rightarrow \lambda t, \quad \mathbf{x} \rightarrow \lambda^{1 / 2} \mathbf{x}, \quad u \rightarrow \lambda^{-1 / 2} u
$$

it has a natural time scale of $(T-t)$, and it is shown in Samarskii et al. (1973) that the natural space and solution scales are given by the approximately self-similar variables

$$
L=(T-t)^{1 / 2}|\log (T-t)|^{1 / 2} \quad U=(T-t)^{-1 / 2}
$$

To compute a solution, we augment this problem with the PMA equation (5.17) to determine the moving mesh with a monitor function of the form $M \equiv M(u)$. To obtain scale invariance for this system we require that $M$ must satisfy the function equation (5.18) so that

$$
M\left((T-t)^{-1 / 2} u\right)^{1 / 2}=\frac{1}{(T-t)} M(u)
$$

A simple solution of this is $M(u)=u^{4}$. In practice this monitor function can lead to instabilities due to placing too many points in the singular region and not sufficiently closer to the boundary of the domain, and to overcome this we apply a McKenzie regularization to give

$$
M(u)=u(\mathbf{x}, t)^{4}+\int_{\Omega_{P}} u\left(\mathbf{x}^{\prime}, t\right)^{4} \mathrm{~d} \mathbf{x}^{\prime}
$$

This choice of monitor leads to a mesh which automatically inherits the correct dynamic length scale of the underlying solution in the singular regions


Figure 5.2. Example 1. Final grid for the blow-up example. (a) Entire grid. (b) Detail near the blow-up point. Note that the grid is quite regular in the vicinity of the singularity, with no evidence of any skewness or tangling.
where $u$ is large. We can then find a solution of the blow-up problem in the computational domain $\Omega_{C}$, using a finite difference method with a uniform $N=30 \times 30$ mesh in the computational domain to discretize both the PMA equation and the Lagrangian form of the underlying PDE. The resulting system of ODEs was then solved simultaneously using a BDF method. In this calculation, as the blow-up time was approached an adaptive time step was used by applying the Sundman transformation, as described in Budd et al. (2001). For this we take

$$
\Delta t=\frac{1}{(\max u)^{2}}
$$

In Figure 5.2 we show the final grid both over the whole domain and close to the peak near the centre, as well as the initial and final solutions. The integration was performed until $|u|_{\infty}=10^{15}$, for which the peak has an approximate length scale of $10^{-15}$.

Over the course of the evolution we see a mesh compression (and a solution amplification) by a factor of $10^{12}$ in the physical domain. Note that this has been achieved with a very modest number of mesh points. The final mesh shows a similar gradation of mesh elements from size $\mathcal{O}\left(10^{-2}\right)$ to size $\mathcal{O}\left(10^{-14}\right)$. However, if we study the mesh close to the solution peak, as illustrated in Figure 5.2, we see that this shows a strong degree of local regularity, with no evidence of long thin elements or skewness in the region where the solution gradients are very large. This is exactly as predicted by
the previous theory. (Away from the solution peak the mesh is less smooth; however, in this region the solution gradients are much smaller than in the peak, and the local truncation errors are thus lower.)

Example 2. In order to consider these results in the context of some of the error analysis presented in Sections 2 and 3, it is instructive to look at a second one-dimensional example, in which we consider the blow-up problem

$$
u_{t}=u_{x x}+u^{3}, \quad u_{x}(0)=u(1)=0
$$

It is known (Samarskii et al. 1973) that this equation has solutions which blow up at the origin, and in the peak the asymptotic blow-up profile of this solution takes the form

$$
\begin{equation*}
u(x, t)=\frac{1}{\sqrt{T-t}} \frac{1}{\sqrt{1+a x^{2} / L^{2}}} \tag{5.26}
\end{equation*}
$$

where $a$ is a constant (depending weakly on the initial conditions) which we may take equal to unity, and $L(t)$ is the natural length scale given by

$$
L(t)=\sqrt{(T-t)|\log (T-t)|}
$$

As this is now a problem in one dimension, we initially take $M=u^{2}$ so that, in the peak,

$$
M=\frac{1}{(T-t)} \frac{1}{1+x^{2} / L^{2}}
$$

The integral of $M$ is overwhelmingly dominated by the contribution in the peak, so that

$$
\theta=\int_{0}^{1} M \mathrm{~d} x=\frac{L}{(T-t)} \tan ^{-1}(1 / L) \approx \frac{\pi L}{2(T-t)}
$$

We can then take a regularized monitor function of the form

$$
\bar{M}=M+\theta, \quad \text { with } \quad \int_{0}^{1} \bar{M}=2 \theta
$$

to ensure that we have a 50:50 mesh. In the peak, $\bar{M} \approx M$ and an equidistributed mesh satisfies the equation $M x_{\xi}=2 \theta$ so that

$$
x_{\xi}=\pi L\left(1+x^{2} / L^{2}\right)
$$

It follows immediately that in the peak we have

$$
\begin{equation*}
x(\xi, t)=L(t) \tan (\pi \xi) \tag{5.27}
\end{equation*}
$$

Observe that, if $\xi<1 / 2$, then $x=\mathcal{O}(L)$, and that this mesh matches naturally to one for which $x=\mathcal{O}(1)$ as $\xi \rightarrow 1 / 2$, so that we have (as required) half of the mesh points in the peak and half outside the peak.


Figure 5.3. Example 2. Solution profile for the blow-up problem computed in the computational space up to a peak value of $10^{15}$.

In Figure 5.3 we show the solution computed in the computational plane using a simple centred discretization of the PDE using a uniform mesh with $N=30$ points in the computational space. Observe that the peak in the region $\xi<1 / 2$ has a regular form with no evidence of instability.

In Figure 5.4 we present the mesh evolving in time and also a plot of $\tau \equiv \log (T-t)$ as a function of $\log (x)$. Observe that the mesh in the first of these figures has concentrated in the peak, but that there is still good resolution of the solution away from the peak. In the second figure we see that all of the grid cells move at the same rate close to the origin, demonstrating the self-similar form there.

The expression (5.27) allows a direct evaluation of the leading-order terms in the truncation error Tr. Recall from (2.49) that the leading term in the truncation error in the discretization of $u_{x x}$ is given by

$$
\operatorname{Tr}=\Delta \xi^{2}\left(\frac{1}{3} x_{\xi \xi} u_{x x x}+\frac{1}{12} x_{\xi}^{2} u_{x x x x}\right)
$$

From (5.27) we have

$$
x=L \tan (\pi \xi), \quad x_{\xi}=\pi L \sec ^{2}(\pi \xi), \quad x_{\xi \xi}=2 \pi^{2} L \tan (\pi \xi) \sec ^{2}(\pi \xi)
$$



Figure 5.4. Example 2. Blow-up mesh. (a) Grid in the natural coordinates. (b) Plotting $\tau=|\log (T-t)|$ as a function of $\log \left(X_{i}\right)$ at equally spaced values of $\xi$, showing the contraction rate and approximately self-similar behaviour close to the origin.

A straightforward calculation based on the scaling structures of $u$ shows that, in the peak region,

$$
\begin{aligned}
u & =\mathcal{O}\left(\frac{1}{\sqrt{T-t}}\right), & u_{x x} & =\mathcal{O}\left(\frac{1}{L^{2} \sqrt{T-t}}\right), \\
u_{x x x} & =\mathcal{O}\left(\frac{1}{L^{3} \sqrt{T-t}}\right), & u_{x x x x} & =\mathcal{O}\left(\frac{1}{L^{4} \sqrt{T-t}}\right) .
\end{aligned}
$$

If $\xi<1 / 2$ we can also see that $x$ and its derivatives are all of $\mathcal{O}(L)$. As a consequence, substituting into the expression for $T$, we have that in this region

$$
\operatorname{Tr}=\mathcal{O}\left(\frac{\Delta \xi^{2}}{L^{2} \sqrt{T-t}}\right), \quad \text { so that } \frac{\operatorname{Tr}}{u_{x x}}=\mathcal{O}\left(\Delta \xi^{2}\right)
$$

We can see from this expression that the relative truncation error $\operatorname{Tr} / u_{x x}$ in discretizing $u_{x x}$ depends only on $\Delta \xi$ and not on the intrinsic solution scale. This analysis starts to break down as $\xi \rightarrow 1 / 2$, and the terms $x_{\xi \xi}$, etc., become large as the mesh adapted to the peak evolves into a uniform mesh close to the boundary. However, the results shown above do not indicate instability in the mesh in this limit.

### 5.2.2. Focusing solutions of the nonlinear Schrödinger equation

The nonlinear Schrödinger equation described in Section 5.1.1,

$$
\begin{equation*}
\mathrm{i} u_{t}+\Delta u+u|u|^{2}=0, \quad \mathbf{x} \in \mathbb{R}^{n} \tag{5.28}
\end{equation*}
$$

is a model for the modulational instability of water waves and plasma waves, and is important in studies of nonlinear optics where the refractive index of a material depends on the intensity of a laser beam. In all dimensions it has the conserved quantities

$$
\int|u|^{2} \mathrm{~d} \mathbf{x} \quad \text { and } \quad \int\left(|\boldsymbol{\nabla} u|^{2}-\frac{1}{2}|u|^{4}\right) \mathrm{d} \mathbf{x}
$$

corresponding to mass and energy respectively. In one dimension (5.28) is integrable and can give rise to soliton-type solutions. More generally, it is an example of a Hamiltonian PDE. Many numerical (usually non-adaptive) methods have been derived to take advantage of this integrability (Budd and Piggott 2005, McLachlan 1994). If posed in $n$ dimensions, where $n \geq 2$, then the $\operatorname{PDE}$ (5.28) is no longer integrable and it may admit singular (focusing) solutions for certain initial data. A review of these is given by Sulem and Sulem (1999), who also describe some numerical computations using a moving mesh method based on Winslow's algorithm. Numerically this is a very difficult problem, as high resolution in time and space is required to capture the strong self-focusing of the solution, to deal with the highly oscillatory nature of the solution 'tail', and to compute over a large domain to avoid boundary effects (Budd et al. 1999a, Ceniceros 2002). In such singular solutions both the maximum value of the solution modulus, and its phase, blow up in a finite time $T$. The precise form of this blowup and the initial conditions that lead to blow-up are the subject of much investigation (see the review in Sulem and Sulem (1999)), and much remains unresolved. Two significant open questions are: (1) What is the exact nature of the blow-up profile in two dimensions (where it is known to be approximately self-similar but the precise form is still unclear), and (2) Do there exist radially symmetric self-similar solutions in three dimensions? In the latter case these are conjectured to take the form

$$
u(r, t)=\frac{1}{\sqrt{(T-t)}} \mathrm{e}^{\mathrm{i} a \log (T-t)} Q(y), \quad r=\sqrt{T-t} y, \quad r=|\mathbf{x}|
$$

where $a$ is an unknown constant. The existence of such a solution can be addressed by a scale-invariant method applied to the (one-dimensional) class of radially symmetric solutions. In this we take the monitor function

$$
M=|u(r, t)|^{2}
$$

derived in Section 5.1.1, and use a collocation-based discretization with $N=81$ points. In such a calculation we would expect to observe a discrete


Figure 5.5. The solution when $|u(0, t)|=100000$ and 500000 . Note the narrow width of the peak.
self-similar solution for which the mesh points $X_{i}$ should take the form $X_{i}=\sqrt{T-t} Y_{i}$, so that

$$
|u(0, t)| X_{i}=Q(0) Y_{i}
$$

is constant in time. In Figure 5.5 we plot two solutions starting from initial data $u(r, 0)=6 \sqrt{2} \exp \left(-r^{2}\right)$, which have a computed blow-up time of $T=$ 0.0343013614215 . Observe the excellent resolution of the peak even when the peak amplitude is around $10^{5}$ and the peak width is around $10^{-5}$. In Figure 5.6 we show the computed values of $W_{i} \equiv|u(0, t)| X_{i}$ as functions of $\tau=\log (T-t)$ for a range in which $|u|$ varies from 100 to 500000 . These are clearly tending towards constants, indicating that both the solution and the mesh are evolving in a self-similar manner.

It is interesting to note that the scale-invariant methods are easy to use and give rather better results in this case than symplectic methods described in McLachlan (1994), despite the Hamiltonian structure of the problem. This is because the adaptive methods give much better resolution of the peak.

In contrast, further computations of focusing solutions of the nonlinear Schrödinger equation are given by Ceniceros (2002). In this case the following highly dispersive problem was studied:

$$
\begin{equation*}
\mathrm{i} \epsilon u_{t}+\frac{1}{2} \epsilon^{2} u_{x x}+u|u|^{2}=0, \quad u(x, 0) \equiv u_{0}=A_{0}(x) \mathrm{e}^{\mathrm{i} S_{0}(x) / \epsilon} \tag{5.29}
\end{equation*}
$$



Figure 5.6. The evolution of the mesh as the blow-up time $T$ is approached. Observe that the product $X_{i}|u(0, t)|$ converges to a constant, indicating that both solution and mesh are evolving in a self-similar manner.
with $\epsilon \ll 1$. In this calculation a moving mesh method with smoothing was used, as described in Section 3. This took the form

$$
\begin{equation*}
\left.\left(1-\gamma \partial_{\xi \xi}^{2}\right) \dot{x}=\left(M x_{\xi}\right)_{\xi}\right) \tag{5.30}
\end{equation*}
$$

with $\gamma=\max (M)$. In Ceniceros (2002) the Lagrangian form of the PDE (5.29) was discretized in the computational domain and solved alternatively with the MMPDE (5.30) using the methods described in Section 3. In particular, a semi-implicit BDF method was used for the time integration of both the moving mesh equation and the underlying PDE. A monitor function of the form

$$
M=\sqrt{1+\beta^{2}\left|u_{\xi}\right|^{2}+\alpha^{2}|u|^{4}}
$$

was employed, with

$$
\beta=(2 L)^{2} \frac{\left\|u_{0, x}\right\|_{\infty}}{\left\|u_{0}\right\|}
$$

and $L$ a measure of the size of the computational domain. In this calculation, particular care had to be taken with the spatial discretization of the mesh movement terms of the form $\dot{x} u_{x}$, arising in the Lagrangian form of (5.29) as the dispersive nature of (5.29) meant that there was no natural damping to the high-frequency terms in the errors associated with a central difference
discretization This is in contrast to the highly dissipative nature of the discretization of (5.30), which took the form

$$
\begin{aligned}
\frac{X_{j}^{n+1}-X_{j}^{n}}{\Delta t}=\gamma & \frac{X_{j+1}^{n+1}-2 X_{j}^{n+1}+X_{j-1}^{n+1}}{\Delta \xi^{2}}-\gamma \frac{X_{j+1}^{n}-2 X_{j}^{n}+X_{j-1}^{n}}{\Delta \xi^{2}} \\
& +\frac{1}{\Delta \xi^{2}}\left[M_{j+1 / 2}^{n}\left(X_{j+1}^{n}-X_{j}^{n}\right)-M_{j-1 / 2}^{n}\left(X_{j}^{n}-X_{j-1}^{n}\right)\right]
\end{aligned}
$$

To avoid some of the resulting instabilities reported in Li et al. (1998) and discussed in Section 5.3 in the context of the solution of Burgers' equation, a high-order (fourth-order central difference) expression was used to discretize the Lagrangian advective term $\dot{x} u_{x}$. The resulting semi-implicit BDF discretization then took the form

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left[3 U_{j}^{n+1}-4 U_{j}^{n}+U_{j}^{n-1}\right]= \\
& \mathrm{i} \frac{\epsilon \sigma_{j}^{n+1}}{2 \Delta \xi^{2}}\left[\sigma_{j+1 / 2}^{n+1}\left(U_{j}^{n+1}-U_{j}^{n+1}\right)-\sigma_{j-1 / 2}^{n+1}\left(U_{j}^{n+1}-U_{j-1}^{n+1}\right]\right. \\
& + \\
& +2\left[\frac{\mathrm{i}}{\epsilon}\left|U_{j}^{n}\right|^{2} U_{j}^{n}+\dot{X}_{j}^{n} \frac{U_{j-2}^{n}-8 U_{j-1}^{n}+8 U_{j+1}^{n}-U_{j+2}^{n}}{X_{j-2}^{n}-8 X_{j-1}^{n}+8 X_{j+1}^{n}-X_{j+2}^{n}}\right] \\
& - \\
& \quad\left[\frac{\mathrm{i}}{\epsilon}\left|U_{j}^{n-1}\right|^{2} U_{j}^{n-1}+\dot{X}_{j}^{n-1} \frac{U_{j-2}^{n-1}-8 U_{j-1}^{n-1}+8 U_{j+1}^{n-1}-U_{j+2}^{n-1}}{X_{j-2}^{n-1}-8 X_{j-1}^{n-1}+8 X_{j+1}^{n-1}-X_{j+2}^{n-1}}\right]
\end{aligned}
$$

with $\sigma=1 / x_{\xi}$. The resulting moving mesh method was then found to be highly effective in computing the focusing solutions.
Remark. It bears mentioning that finding self-similar or approximately self-similar structures for analytical solutions to PDEs can be extremely demanding, and moving mesh methods with built-in scale invariance can often be used to gain insight into the form of such structures. A case in point is the paper by Budd, Galaktionov and Williams (2004), which analysed an unexpected form of blow-up for a fourth-order PDE, entirely motivated by the results of numerical calculations with a moving mesh method.

### 5.3. Some problems with moving fronts

A classical problem leading to the formation of sharp fronts is Burgers' equation given (in two dimensions) by

$$
\begin{equation*}
u_{t}+\frac{1}{2}\left(u^{2}\right)_{x}+\frac{1}{2}\left(u^{2}\right)_{y}=\nu \Delta u, \quad \nu \ll 1 . \tag{5.31}
\end{equation*}
$$

This equation has been used as a benchmark for a number of different moving mesh algorithms (Huang and Russell 1997a, Mackenzie and Mekwi $2007 a$, Zhang and Tang 2002, Tang and Xu 2007, Li et al. 1998).

Example 1. As a first calculation we consider a problem with the initial and boundary values chosen over the unit square, so that (5.31) has the exact solution given by

$$
\begin{equation*}
u(x, y, t)=\left(1+\mathrm{e}^{(x+y-t) / 2 \nu}\right)^{-1} \tag{5.32}
\end{equation*}
$$

This solution has a sharp moving front. For the purposes of this example we consider coupling this system to the PMA algorithm described in Section 3, to generate a moving mesh which can both compute an approximation to this solution and follow the front as it evolves over the time interval $t \in$ $[1 / 4,2]$. To do this we discretize (5.31) in the Lagrangian form

$$
\begin{equation*}
u_{t}=\nu \Delta u-\left(\frac{1}{2}\left(u^{2}\right)_{x}+\frac{1}{2}\left(u^{2}\right)_{y}\right)+\dot{x} u_{x}+\dot{y} u_{y}, \quad \nu \ll 1 . \tag{5.33}
\end{equation*}
$$

with all discretizations made in the computational variables. The conservation form of the equation above is used for this calculation so that, for example, the advective term $u_{x}^{2}$ is rescaled as

$$
u_{x}^{2}=\frac{1}{J}\left[y_{\eta} u_{\xi}^{2}-y_{\xi} u_{\eta}^{2}\right]
$$

which is then discretized using a central difference scheme. For this calculation we also take similar discretizations for the other advective terms. The equation posed in the computational variables is then coupled to the discretized form of PMA equation (5.17) with the values of the approximation $U_{i, j}$ to $u\left(X_{i}, Y_{j}\right)$ and of $Q$ given on the mesh vertices. In these computations we take an $N \times N$ computational mesh (typically $N=40$ ), a viscosity of $\nu=0.005$, and use the arclength monitor function

$$
M=\sqrt{1+\alpha\left(u_{x}^{2}+u_{y}^{2}\right)}
$$

with $\alpha=1$. A number of different strategies could be used to evolve this coupled system forward in time, but in practice a simple scheme which solved the PMA equation and (5.33) simultaneously using a simple forward Euler method is effective with a time step $\Delta t$, as given in Zhang and Tang (2002), determined by the CFL condition. In the PMA equation we used $\epsilon=1, \gamma=0.335$ to find the initial mesh (before evolving the solution PDE) when $t=1 / 4$, and then $\epsilon=0.01, \gamma=\sqrt{\max (M)}$ to follow the front up to $t=2$. More details are given in Walsh et al. (2009). We note that solving the PMA equation coupled to (5.33), using an alternating solution strategy coupled with an up-winding discretization, has also been shown to be effective (Sulman 2008). In Figure 5.7 we present the results of a series of computations using this method, when $N=40$, showing both the solution for (5.31) and the corresponding mesh. In this figure we see excellent resolution of the solution at the front.


Figure 5.7. Example 1. The solution of Burgers' equation and the corresponding mesh at the time $t=1$.

Table 5.1.

| N | $L_{2}$-error on a uniform mesh | $L_{2}$-error on the moving mesh |
| :---: | :---: | :---: |
| 20 | $6 \mathrm{e}-2$ | $8 \mathrm{e}-3$ |
| 40 | $2 \mathrm{e}-2$ | $2 \mathrm{e}-3$ |
| 80 | $6 \mathrm{e}-3$ | $1 \mathrm{e}-3$ |

A quantitative measure of the error in the computed solution at $t=1$ can be given by determining the $L_{2}$-norm of the difference between it and the exact solution. We consider this error both for a uniform and a moving mesh for various values of $N$ : see Table 5.1.

Sulman (2008) obtained a similar table by using a PMA method in which the convective terms are calculated by using an upwind method and the PMA system, and solved the underlying PDE alternately. It is also interesting to compare this calculation with the results presented in Zhang and Tang (2002). In this paper a harmonic mapping method of the form described in Section 4 was used to generate the mesh, and this was then coupled to a finite volume discretization of (5.31.) We see from Table 5.1 that a useful reduction in the error for calculating the solution to (5.31) resulted from the PMA method. This reduction is similar to that observed in Zhang and Tang (2002) for the harmonic map method.

Example 2. In closely related calculations we can compare with a similar moving mesh calculation of the solution of Burgers' equation, over the interval $x \in[0,1]$, when $\nu=1 e-4$ and with initial data $u_{0}=\sin (2 \pi x)+$ $(1 / 2) \sin (\pi x)$. In this case we compute the mesh using a one-dimensional form of PMA with the arclength monitor function and $N=30$ mesh points, central differencing in the computational domain for all spatial derivatives, and solve the resulting ODEs using the MATLAB routine ode15s. We start with an initially uniform mesh, and evolve the mesh and solution together using PMA with $\epsilon=1$. In this calculation, and with this choice of $\epsilon$, the mesh evolves from being uniform to one which is equidistributed, over a time $t \approx 0.05$. In this time period the underlying solution remains fairly smooth. At the time $t \approx 0.2$ the solution develops a sharp front, which is well approximated, and then followed, by the evolving mesh. The solution is presented in the physical domain at a series of different times in Figure 5.8, and the resulting mesh trajectories are presented in Figure 5.9. Observe the manner in which the mesh points resolve the front with no oscillations in this case (due in part to the regularity of the initial data).

It is interesting to compare this calculation with a very similar calculation made by Li and Petzold (1997), who looked at the solution of Burgers' equation when $\nu=1 e-4$ with the less regular initial data given by

$$
\begin{gathered}
u(x, 0) \equiv u_{0}=0.2, \quad x \leq 0.1, \quad u_{0}=8 x-0.6, \quad 0.1 \leq x \leq 0.2 \\
u_{0}=1, \quad 0.2 \leq x \leq 0.5, \quad u_{0}=-10 x+6, \quad 0.5 \leq x \leq 0.6 \\
u_{0}=0, \quad 0.6 \leq x \leq 1
\end{gathered}
$$

This is a more severe test of the moving mesh method than the previous example, as the initial data are much less smooth. This calculation employed an arclength-based monitor function together with a regularized differential algebraic formulation of the moving mesh equations, very similar to using MMPDE6, and based on a method proposed in Adjerid and Flaherty (1986), with the mesh-smoothing algorithm proposed by Dorfi and Drury (1987), described in Section 2. Li and Petzold (1997) considered three different discretizations: a central difference discretization, an ENO (Roe) method, and a piecewise hyberbolic method (PHM) due to Marquina (1994). It was found that in this case the central difference method tended to lead to spurious oscillations due (as commented on in the example of the nonlinear Schrödinger equation) to the destabilizing effect of the anti-diffusive terms arising in the discretization of the advective terms describing the mesh motion. Li and Petzold (1997) showed that these oscillations were reduced with the ENO scheme and eliminated using the PHM method.

The related paper by Li et al. (1998) also considered applying the same moving mesh method to a number of other reaction-diffusion problems,

Solution to 1D Burgers


Figure 5.8. The computed solution of Burgers' equation in one dimension at times $t=0,0.05,0.2,1,1.4,2$.


Figure 5.9. The motion of the mesh points when solving Burgers' equation in one dimension.
including the Fisher equation,

$$
\begin{equation*}
u_{t}=\beta u_{x x}+\alpha u(1-u) . \tag{5.34}
\end{equation*}
$$

This equation has an exact solution with a moving front given by

$$
u=(1+\exp (\sqrt{\alpha / 6} x-5 \alpha t / 6))^{-2}
$$

Whilst it was found that the wave front was well resolved, the moving mesh method appeared to give worse results than for the fixed grid, with the front moving at the wrong speed (too fast). Li et al. (1998) proposed that this error was largely due to the effects of discretizing the additional convective terms due to the moving mesh, as discussed in Section 3, which can lead both to a high truncation error and instabilities in the solution. A possible solution is to use higher-order methods or a curvature-dependent monitor function; e.g., see Qiu and Sloan (1998). However, there is an interesting alternative reason for the error. In problems such as (5.34), the speed of motion of the front is not so much determined by the shape of the front itself but by the nature of the exponential terms in the tails of the solution and how they interact with the boundaries. Similar behaviour arises in the Cahn-Hilliard equation, and also in similar systems such as the GrayScott equation in chemistry. Somewhat paradoxically, the solution needs to be well resolved in the boundary regions where it appears to be behaving smoothly, in order for the front speed to be accurately resolved. Thus a uniform mesh may well perform better than a moving mesh in these cases, as it will probably be placing more mesh points close to the boundary.

### 5.4. Problems involving a change of phase and/or combustion

A very rich set of examples of the use of moving mesh methods is given by Stefan-type problems, involving phase changes or combustion, and examples of these can be found in Beckett et al. (2001a), Mackenzie and Mekwi (2007a), Mackenzie and Robertson (2002), Miller, Gleyzer and Imhoff (1998), Huang and Zhan (2004), Zegeling (2005), Tan (2007) and Tan et al. (2007).

As an example we consider the combustion problem described in Cao et al. (1999a) and Moore and Flaherty (1992). The mathematical model is a system of coupled nonlinear reaction-diffusion equations,

$$
\begin{aligned}
\frac{\partial u}{\partial t}-\nabla^{2} u & =-\frac{R}{\alpha \delta} u \mathrm{e}^{\delta(1-1 / T)} \\
\frac{\partial T}{\partial t}-\frac{1}{L e} \nabla^{2} T & =\frac{R}{\delta L e} u \mathrm{e}^{\delta(1-1 / T)}
\end{aligned}
$$

where $u$ and $T$ represent the dimensionless concentration and temperature of a chemical which is undertaking a one-step reaction. We consider the $J$-shape solution domain shown in Figure 5.10. The initial and boundary


Figure 5.10. The contour plot of the temperature $T$ (where white represents 2.2 and black represents 1) and the moving meshes are shown at various times.
conditions are

$$
\begin{aligned}
\left.u\right|_{t=0}=\left.T\right|_{t=0}=1, & \text { in } \Omega \\
\left.u\right|_{\partial \Omega}=\left.T\right|_{\partial \Omega}=1, & \text { for } t>0
\end{aligned}
$$

and the physical parameters are set to be $L e=0.9, \alpha=1, \delta=20$, and $R=5$. A resulting calculation obtained with an MMPDE finite element method as described in Section 3 (with details in Cao et al. (1999a)) is shown in Figure 5.10.

### 5.5. Convection-driven problems in meteorology

A system of interest to meteorologists is the Eady problem, which describes the evolution of (localized) extra-tropical (mid-latitude) cyclones. The Eady problem is a two-dimensional reduction of the Euler equations describing the (incompressible) air velocity $(u, w)$ and pressure $P$ in the $(x, z)$-plane, where $x \in[-L, L]$ is a horizontal coordinate along lines of constant latitude,
and $z \in[0, H]$ represents height. (A shallow atmosphere model is used with $H \ll L$, together with an $f$-plane approximation which uses a locally flat approximation to the Earth's curvature.) This model also includes both the potential temperature $\theta$ (relative to a reference temperature $\theta_{0}$ ) and Coriolis effects. It is described in detail in Cullen (2006) and takes the form

$$
\begin{aligned}
\frac{D u}{D t}-f v+P_{x} & =0 \\
\frac{D v}{D t}+f u-\frac{C g}{\theta_{0}}(z-H / 2) & =0 \\
\frac{D \theta}{D t}-C v & =0 \\
\frac{D w}{D t}+P_{z}-\frac{g \theta}{\theta_{0}} & =0 \\
u_{x}+w_{z} & =0
\end{aligned}
$$

Here $D$ is the advective (total) derivative, $f$ is the Coriolis parameter (assumed constant), $g$ is the gravitational constant and $C=-\theta_{y}$ is assumed constant. All variables are periodic in $x$, with $w$ and $P_{x}$ vanishing at $z=0$ and $z=H$. From certain initially smooth data (as described by Nakamura (1994)), it is possible (Cullen 2006) for the solutions of the Eady problem to develop severe fronts in a small number of days, and some sort of adaptive mesh is needed to resolve the fine structure of the solution close to the fronts. In Figure 5.11 we present the solution to the Eady problem close to the formation of a severe tropical storm, obtained by using a pressurecorrection method on a semi-staggered grid, looking at the contours in the horizontal and vertical coordinates $(x, z)$ of the longitudinal wind speed $v$ and potential temperature $\theta$.

We consider two different monitor functions coupled to PMA to find adaptive meshes for this problem. In the first case we take the arclength monitor function

$$
M_{1}=\sqrt{1+|\nabla v|^{2}}
$$

In the second case we take the monitor function $M_{2}$ to be an estimate of the potential vorticity $q$ of the solution, so that $M_{2}$ is taken to be the maximum eigenvalue of the matrix

$$
Q=\left(\begin{array}{cc}
v_{x}+f & v_{z} \\
\theta_{x} & \theta_{z}
\end{array}\right)
$$

for which $q=\operatorname{det}(Q)$. The resulting meshes are shown in Figure 5.12. In both cases we see well-structured and regular meshes with good resolution at the boundaries and of the front, and with no evidence of mesh tangling. However, use of the potential vorticity monitor function $M_{2}$ leads to a mesh which more precisely follows the physical solution. Further details are given in Walsh et al. (2009).


Figure 5.11. The $(x, z)$ contours of the longitudinal velocity and potential temperature of the Eady problem close to the formation of a tropical storm.


Figure 5.12. Two meshes adapted to the solution of the Eady problem presented above. In the first figure we use the arclength monitor function $M_{1}$ and in the second the potential vorticity monitor function $M_{2}$.
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